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Abstract

The Internet of things (IoT) is rapidly growing, and many security issues relate to its wireless technology. These security issues are challenging because IoT protocols are heterogeneous, suit different needs, and are used in different application domains. From this assessment, we identify the need to provide a homogeneous formalism applying to every IoT protocols. In this survey, we describe a generic approach with twofold challenges. The first challenge we tackle is the identification of common principles to define a generic approach to compare IoT protocol stack. We base the comparison on five different criteria: the range, the openness of the protocol, the interoperability, the topology and the security practices of these IoT protocols. The second challenge we consider is to find a generic way to describe fundamental IoT attacks regardless of the protocol used. This approach exposes similar attacks amongst different IoT protocols and is divided into three parts: attacks focusing on packets (passive and active cryptographic attacks), attacks focusing on the protocol (MITM, Flooding, Sybil, Spoofing, Wormhole attacks) and attacks focusing on the whole system (Sinkhole, Selective forwarding attacks). It also highlights which mechanisms are different between two protocols to make both of them vulnerable to an attack. Finally, we draw some lessons and perspectives from this transversal study.
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1. Introduction

The IoT [1, 2, 3, 4] refers to a network of physical objects (things) able to communicate (amongst themselves and with external entities) and to sense and interact with the real world. These things have different computing and sensorial capabilities, providing complex interactions with their environment or users. IoT is rapidly growing as the number of devices strongly increases and should reach several billion in 2020 [5]. Many applications have already been developed in various domains, such as energy management, traffic control, mobility and healthcare. These applications have different needs and constraints (scalability, coverage and energy) [6] that induce a global
heterogeneity in IoT. For instance, many protocols have been created to satisfy different types of applications, and each manufacturer wants to the maximum market share for its proposed objects and protocols. The associated market pressure pushes manufacturers and vendors to produce their items as quickly as possible.

The early release of these objects involves fast development, relegating the security to future work. Nevertheless, these objects are deployed in the real world, sometimes in critical infrastructure (healthcare and industry) and in houses. The threat is heightened, because devices are not isolated but rather are connected to a local network or even the Internet: without proper segmentation, the compromise of one device can lead to compromise of the entire network.

1.1. IoT applications and threats

IoT eco-system is heterogeneous with several subsystems, the whole interconnected through the Internet. Figure 1 is our vision of this IoT eco-system. We represent smart buildings, a smart factory and various isolated devices (considered as smart cities), in which all these actors may use cloud services and may be interconnected through Internet. For each actor in this eco-system, several IoT protocols and applications exist with specific requirements. For instance, the smart factory and smart buildings use a mix of short-range IoT protocols, such as Bluetooth low energy (BLE), ZigBee or WirelessHart. There may also be interconnected to a private network. These subsystems integrate actuator-sensor and monitoring applications. Smart cities use long-range protocols, such as LoRaWan, SigFox or NB-IoT. The use of cloud services is possible through an antenna acting as a gateway. Unlike smart buildings and smart factories, the devices of smart cities only communicate to the antenna and cannot use a peer-to-peer type of network. A large number of applications exist [7], such as video surveillance, traffic and parking managing and smart meters (whether, water, etc.). We can also integrate smart build and smart factories as a component of the smart city.
With this vast amount of application comes several threats. Much related work shows that it is easy to take control of IoT devices and networks. For instance, many attacks [8, 9, 10, 11] allow an attacker to take full control of all devices in a network. In [8, 9], it was found that an attacker can control the door locks and the alarm of a smart home, whereas in [10], it was found that an attacker can take control of any Bluetooth-enabled device. Once the attacker has control of the device, the attacker may retrieve sensitive data stored in the device, use it to spy the user or use it as a relay to spread the attack (Mirai malware [12] or its variants). An attacker may even inject a lethal dose of insulin through a connected pump [13], using classical vulnerabilities [14] such as man-in-the-middle (MITM) or buffer overflows. Multiple reports have also detailed how attackers can exploit IoT devices to retrieve the personal information of users [15, 16].

1.2. Motivations

The evolution of applications and communications in IoT has led to the development of multiple protocols, each of which attempts either to meet expectations of various uses or to target a specific domain. This plethora of protocols leads to multiple specifications and documentations, which may not be publicly available if the protocols are proprietary. Most related work on IoT security has engaged a specifically targeted protocol and the large number of (incompatible) protocols, leading to numerous (incompatible) security studies. However, even if protocols are incompatible and differ in characteristics and features, they inherit a similar architecture defining IoT systems. These protocols thus share abstract principles and are vulnerable to the same types of attacks. Because focusing \( n \) times on \( n \) different protocols is thus largely inefficient, we extracted in this survey these abstract features to be able to describe how any IoT protocol works and how all protocols are inherently vulnerable to the same set of generic attacks.

Moreover, because IoT is relatively young, its core protocols are evolving (new protocols or new versions). This leads to heterogeneous deployments, either today with different protocols on different parts of IoT or tomorrow with legacy protocols used alongside newer protocols. Some protocols can be designed to be secure, with the implementation of all security standards, but the environment in which they are used, the number and type of devices deployed and the need for interoperability with other or older protocols lead to many risks that create security issues. Dealing with this heterogeneity requires us to create an abstract model of these IoT protocols to be able to design the overall system with homogeneous formalism.

In this survey, we propose a generic approach to (1) identify common principles of IoT protocols and thus create an abstract protocol stack and (2) describe attacks within this abstract model. Our purpose is thus to consolidate the large and disparate yet related work we identified on IoT protocols and security in a coherent structure.

1.3. Metareview

In this section, we analyse and compare our work to existing surveys related to IoT security. Related surveys can be divided into three groups: those focused on the security of a unique protocol, those focused on the security of a specific (OSI) layer and those that encompassed IoT systems in their entirety.
The first group of surveys [17, 18, 19, 20, 21] focused on the security of a unique protocol stack, such as Z-Wave, Zigbee, BLE, WirelessHart or an open IPv6 low power wireless personal area networks (6LoWPAN) stack. Thus, they did not allow the reader to compare these protocols or gain an abstract view of the fundamental characteristics of IoT protocols. In this survey, we construct this abstract view, which is a prerequisite to analysing the fundamental security vulnerabilities of current and future IoT protocols, especially in expected heterogeneous systems.

The second group of surveys [22, 23, 24, 25, 26] tackled the problem of comparing protocols, but each focused on only one OSI layer, such as data link (MAC), network, transport or session. Thus, they did not study or allow the reader to understand the (security) interactions amongst the layers. We are convinced that IoT systems are complex with, for instance, network keys provisioned through the application layer and many other strong interactions throughout the stack. We thus aimed to provide full-stack understanding of IoT protocols by describing and analysing all layers.

Finally, the third group of surveys [27, 28, 29, 30] provided a global view of security and associated challenges in IoT. However, this work was built upon the vision of the IoT architecture presented by Zhao and Ge [31]. This vision was based on a representation of generic IoT systems with three layers: the perception layer, the network layer and the application layer. The perception layer gathers all environmental data, the network layer transmits and processes these data, the application layer makes the link between the final user and the needed data. However, in our opinion, this IoT model is so abstract that it is hard to fit the security problems of IoT protocols into it. Furthermore, in the perception layer, some confusion lies between technologies and protocols, such as for RFID, WSN, ZigBee or even blockchain in the same group [27]. In our survey, rather than abstraction at the global IoT system scale, we advocate intermediate abstraction at the protocol level, which allowed us to precisely describe and compare IoT protocols, as well as their security issues.
1.4. Contribution and challenges

As stated in Section 1.2, our contribution in this survey is to describe fundamental security issues of IoT networks, regardless of the IoT protocol stack used. These issues, as illustrated in Section 1.3, are presented in a large and disparate body of related work;

---

| Protocol stack (1) | Work | 1 | 2 | 3 | Work | 1 | 2 | 3 | Work | 1 | 2 | 3 | Work | 1 | 2 | 3 | Work | 1 | 2 | 3 | Work | 1 | 2 | 3 | Our Work |
|-------------------|------|---|---|---|------|---|---|---|------|---|---|---|------|---|---|---|------|---|---|---|------|---|---|---|
| OS4I              | ✓    |   |   |   | ✓    |   |   |   | ✓    |   |   |   | ✓    |   |   |   | ✓    |   |   |   | ✓    |   |   |   | ✓    |
| BLE               | ✓    |   |   |   | ✓    |   |   |   | ✓    |   |   |   | ✓    |   |   |   | ✓    |   |   |   | ✓    |   |   |   | ✓    |
| ZigBee            | ✓    |   |   |   | ✓    |   |   |   | ✓    |   |   |   | ✓    |   |   |   | ✓    |   |   |   | ✓    |   |   |   | ✓    |
| Z-Wave            | ✓    |   |   |   | ✓    |   |   |   | ✓    |   |   |   | ✓    |   |   |   | ✓    |   |   |   | ✓    |   |   |   | ✓    |
| WirelessHart      | ✓    |   |   |   | ✓    |   |   |   | ✓    |   |   |   | ✓    |   |   |   | ✓    |   |   |   | ✓    |   |   |   | ✓    |
| LoRaWAN           | ✓    |   |   |   | ✓    |   |   |   | ✓    |   |   |   | ✓    |   |   |   | ✓    |   |   |   | ✓    |   |   |   | ✓    |
| SigFox            | ✓    |   |   |   | ✓    |   |   |   | ✓    |   |   |   | ✓    |   |   |   | ✓    |   |   |   | ✓    |   |   |   | ✓    |
| Layer (2)         |      |   |   |   |      |   |   |   |      |   |   |   |      |   |   |   |      |   |   |   |      |   |   |   |      |
| APP               | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    |
| TRANS             | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    |
| NWK               | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    |
| DL                | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    |
| PHY               | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    |
| System (3)        |      |   |   |   |      |   |   |   |      |   |   |   |      |   |   |   |      |   |   |   |      |   |   |   |      |
| 3-layers          | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    |
| Protocol-level    | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    | ✓ | ✓ | ✓ | ✓    |

Table 1: Metareview summary according to three groups of surveys: (1) works focused on a unique IoT protocol stack, (2) works focused on a layer-level protocol comparison and (3) works focused on the security of the entire IoT system.

We summarise the meta-review section in Table 1. We represent the three groups we tackled in this paper. We then put a ✓ for each point addressed in a reference and a (✓) if the point is partially addressed. We leave an empty cell if the reference is not concerned by the point. For instance, we put a ✓ in the row BLE (Protocol stack (1)) for the reference [18], because this work analysed the entire BLE stack, ranging from the physical (PHY) layer to the application layer. However, this work only focused on the BLE stack and did not compare or analyse other IoT protocols. Therefore, the second point, consisting of comparing multiple protocols for a specific layer (identified as Layer (2) in Table 1), is partially addressed, so we put a (✓) in the corresponding cells. The last point (System (3)) concerns works focused on the security of IoT protocols with the vision of the entire system, whether it is represented in a 3-layer model presented by Zhao and Ge [31] (it corresponds to the 3-layer row in Table 1), or with an intermediate abstraction at the protocol level (corresponding to the row Protocol-level in Table 1). Because the work proposed in [18] addressed the security with a layer-level point of view, and not with a global vision of the BLE protocol, this work partially addressed this point, and the corresponding cell is filled with a (✓).
consolidating this heterogeneous related work raises two challenges we tackle in this article:

- **Identify a generic approach to comparing IoT protocol stacks**: The same target of users and applications has several protocol stacks with their own designs and protocols and operating in different frequency bands with different ranges. Furthermore, documentations and specifications are specific to a protocol and have different levels of precision.

- **Find a generic way to describe attacks regardless of protocols**: Attacks on IoT systems are always described on a specific protocol. Describing them generically requires understanding of which ones are identical, which mechanism they depend on and whether they can be achieved on another protocol.

1.5. **Outline**

This survey gathered and analysed various works on security in IoT protocol stacks. In Section 2, we present our approach to generically compare various IoT protocol stacks. Section 3 details the most popular IoT protocols and fits them in our common frame. These two sections tackle the first challenge presented previously. Section 4 describes our approach to analysing the security of the parts of IoT systems, with Sections 5, 6 and 7 focusing on the security of packets, protocols and whole systems, respectively. Sections 4-7 thus correspond to the second challenge. We conclude this paper in Section 9 and discuss some perspectives.

2. **IoT protocol study**

2.1. **Comparison criteria**

In this section, we present the criteria we used to compare the IoT protocol stacks. We describe five criteria: range, openness, interoperability, topology (network architecture) and security practices. The four firsts are technical criteria, and the last one is a qualitative judgement.

2.1.1. **Range**

The first criterion used to classify the list of IoT protocol stacks is the area of action in which they can be used. We distinguished three types of network area: personal area network (PAN), local area network (LAN) and wide area network (WAN).

PAN protocols handle a limited number of devices on a short range. They are typically worn by the user and connect to a central point that must also be on the user. Typical setups encompass Bluetooth piconets with some wearable devices (watch or wristband) connected to a smartphone.

LAN protocols are defined by a limited number of devices within a restricted area, such as a house, factory or laboratory. However, they use a high debt rate in communications. The device range is about 100 m. and the throughput is around 250 Kbps. Moreover, many of these protocols operate on the 2.4GHz industrial, scientific and medical (ISM) frequency band.
WAN protocols are identified by a long range with low throughput and generally operate in a subgigahertz frequency band. The range can reach dozens of kilometres with a maximum throughput that ranges from 10 to 30 Kbps. Another characteristic is the regular use of cellular topology. However, the number of devices is not limited to an area. The more antennas, the more devices.

2.1.2. Openness
Our second criterion of classification is the level of transparency of the protocol. It corresponds to the availability and accessibility of information and resources of a protocol, such as technical specifications, implementations and source code. From this information, we split the degree of transparency into three levels: open (everything is published), half-open (not all resources are available) and closed (little information is available).

Open protocol stack. This level offers access to every part of the protocol stack. All protocols used in the stack are published; the overall stack is also published, and open implementations are available. This degree of transparency allows better comprehension of the protocol.

Half-open protocol stack. This level falls between an open protocol and a proprietary one. It offers only partial access to the protocol information. This means that it is possible to determine the protocols used in the stack but that one or many of them are proprietary. In another case, the company may use an open protocol but modify it without giving a detailed specification.

Closed protocol stack. This degree of transparency offers only the information the company wants to reveal. No specification is publicly available. Moreover, all attempts to reverse engineer the protocol without permissions can lead to legal actions.

2.1.3. Interoperability
The next criterion involves interoperability of the protocol stack with the existing world. Because Internet protocol (IP) is the standard interconnection, we determine whether it is possible for a device to be directly reachable, without proxy, from the Internet or from another IoT networks.

2.1.4. Network architecture
Network architecture (topology) represents the way devices organise themselves. IoT stacks use one or several types of architectures, with four main topologies. However, depending on the protocol stack, these topologies can be slightly modified to give different possibilities. Figure 2 represents the four categories of topologies we describe: star, tree, peer to peer (P2P) and cellular.

To provide a better generic vision of the available topology, we defined three types of nodes found in all protocols with different names or specific features: gateway, router and end device. The gateway is a node that controls the entire network and allows communication between the network and the Internet. The router forwards
messages inside the network between devices. The end device is a node that can only send or receive messages.

The star topology is based on a master slave model, with a gateway (master) acting as a single central hub with which every end device (slave) can communicate.

The tree topology is based on parent child relationships, in which a router can be either a parent or a child and an end device is exclusively a leaf of the network. The gateway controlling the whole network is called the root node.

In the P2P topology, there is no central hub that each communication must pass to reach the destination node. All routers can communicate with all other routers. When each router has a connection with all other routers, this topology is called a mesh.

Cellular topology, also called star of stars topology, is quite similar to star topology, with multiple gateways directly linked to the Internet. An important point in this topology is the possibility for a device to be connected to more than one gateway. Thus, all messages are sent several times, and the redundancy is handled in the Internet part of the topology.

2.1.5. Security practices

The security practice criterion is a personal judgement, ideally based on previous observations, regarding the attitude of the organisations supporting a protocol toward security issues. We focus primarily on responses to reported security vulnerabilities, because some protocols are open, have been well studied and can be improved by security researchers, whereas for others, the organisations behind them may be reluctant to collaborate with the security community.
Regarding security issues, we consider communication, transparency or bug bounties to be good practices. In contrast, we consider organisations trying to limit security analysis and publication of their protocols to be undertaking bad security practices.

2.2. Generic IoT stack

To compare IoT protocol stacks in detail, we propose a common layered model as used in traditional networks with the OSI [32] or the transmission control protocol (TCP)/IP [33] models. Our proposed model is largely inspired by these well-established models but adapted to fit IoT protocol stacks. The OSI model (2), as shown in Figure 3, provides seven layers ranging from the physical layer to the application layer. Although the presentation layer and the session layer provide suitable functionalities for classic information technology (IT) networks, these two layers are not clearly defined and used in IoT systems. Thus, we decide to remove these layers from the generic IoT stack. The TCP/IP model (3), represented in Figure 3, provides a 4-layer stack, ranging from the network interface layer to the application layer. However, this model is used to determine how a device should be connected to the Internet. Therefore, the modification of protocols, such as TCP to UDP, with this model, may be complicated.

![Diagram of Generic IoT stack compared to OSI and TCP/IP models](image)

The generic IoT stack (1) is represented in Figure 3. We use this model to compare all IoT protocol stacks presented in this survey. The model is composed of five layers, from the physical layer (PHY layer) to the application layer. Each layer provides specific features: the physical and data-link layers specify the radio frequency (RF) functionalities, the network layer defines routing and security capabilities and the transport and application layers specify the commands available in the protocol.

3. IoT protocol stacks

This section introduces IoT protocol stacks classified according to criteria defined in the previous section. For this survey, we chose to focus on recent protocols that
are widely deployed, have been analysed by researchers or hackers and aim to propose security features: open stack for IoT (OS4I), BLE, Zigbee, Z-Wave, WirelessHart, LoRaWAN and Sigfox. We considered including narrowband IoT (NB-IoT) [34], but we concluded that its lack of current deployment, usage and security research made it irrelevant for a survey.

For each presented protocol stack, we first describe the stack structure, then present the associated routing mechanisms and finally analyse the security model. Each presented stack is labelled with the five criteria following this sequence:

- **Range**
- **Openness**
- **Interoperability**
- **Types of topology**
- **Security practices**

All protocols presented in this section are summarised in Table 2, along with the criteria used to compare them and other features such as throughput, maximum number of nodes per network or security features.

<table>
<thead>
<tr>
<th>Protocols</th>
<th>OS4I</th>
<th>BLE</th>
<th>ZigBee</th>
<th>Z-Wave</th>
<th>WirelessHart</th>
<th>LoRaWAN</th>
<th>SigFox</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Range</strong></td>
<td>LAN &lt;100m</td>
<td>LAN &lt;100m</td>
<td>LAN &lt;100m</td>
<td>LAN &lt;100m</td>
<td>WAN ~5km</td>
<td>WAN ~10km</td>
<td></td>
</tr>
<tr>
<td><strong>Openness</strong></td>
<td>Open</td>
<td>Half-open</td>
<td>Half-open</td>
<td>Close</td>
<td>Close</td>
<td>Close</td>
<td>Close</td>
</tr>
<tr>
<td><strong>Interoperability</strong></td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td><strong>Topologies</strong></td>
<td>Star, tree, mesh</td>
<td>Star, mesh</td>
<td>Star, tree, mesh</td>
<td>Mesh</td>
<td>Mesh</td>
<td>Cellular</td>
<td>Cellular</td>
</tr>
<tr>
<td><strong>Security practices</strong></td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td><strong>Throughput</strong></td>
<td>250 Kbps</td>
<td>100 Mbps</td>
<td>250 Kbps</td>
<td>40 Kbps</td>
<td>250 Kbps</td>
<td>50 Kbps</td>
<td>100 bps</td>
</tr>
<tr>
<td><strong>Frequency band</strong></td>
<td>2.4 GHz</td>
<td>2.4 GHz</td>
<td>2.4 GHz</td>
<td>sub-GHz</td>
<td>2.4 GHz</td>
<td>sub-GHz</td>
<td>sub-GHz</td>
</tr>
<tr>
<td><strong>Nodes max</strong></td>
<td>Thousands</td>
<td>32000</td>
<td>64000</td>
<td>232</td>
<td>30000</td>
<td>$10^6$ / BS</td>
<td>$10^6$ / BS</td>
</tr>
<tr>
<td><strong>Multi-hop</strong></td>
<td>Yes</td>
<td>Yes/yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td><strong>Authentication</strong></td>
<td>Yes</td>
<td>Yes/no</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td><strong>Encryption</strong></td>
<td>AES-CCM</td>
<td>AES-CCM</td>
<td>AES-CCM</td>
<td>AES-CCM</td>
<td>AES-CCM</td>
<td>AES-CCM</td>
<td>AES</td>
</tr>
</tbody>
</table>

Table 2: IoT protocol summary.

### 3.1. OS4I

In this section, we describe OS4I, a stack using protocols based on open technologies for each layer. This section provides more details than the others because this stack is the first presented and consists only of open (and thus documented) protocols.
3.1.1. **OS4I stack description**

Figure 4 depicts the IoT protocol stack only based on open technologies. The PHY layer and the data-link layer are defined by the Institute of Electrical and Electronics Engineers (IEEE) 802.15.4 standard [35]. An adaptative layer called 6LoWPAN appears between the data-link layer and the network one to ensure interoperability with non-IoT networks using IPv6. Various protocols can be used at the application layer such as constrained application protocol (CoAP) or message queue telemetry transport (MQTT). Depending on the IoT protocol deployed, the transport layer is defined by user datagram protocol (UDP) or TCP, respectively.

**PHY layer.** The PHY layer specifies the radio characteristics. This layer allows the protocol to operate in three possible frequency bands: 2.4 GHz (with 16 channels), 915 MHz (with 10 channels) and 868 MHz (with 1 channel). The throughput can be up to 250 Kbps with a 10-m communication range. Moreover, the PHY layer offers collision avoidance and other features, providing real-time suitability.

Available frequency bands are split into two groups, the low band for 868 or 915 MHz (depending on the country in which the protocol is deployed) and the high band for 2.4 GHz. All groups are based on a direct sequence spread spectrum (DSSS), ensuring high resistance against interference. However, depending on the frequency band used, the modulation technique differs, implying different throughput. The low band offers 40 Kbps using binary phase shift keying (BPSK) modulation, whereas the high band offers 250 Kbps using offset quadrature phase shift keying (O-QPSK).

**Medium access control (MAC) layer.** The MAC layer provides functionalities like data transfer and channel scan. This layer also defines two types of nodes: reduced function device (RFD) and full function device (FFD).

An RFD can only act as a network end device (ED). These devices are generally equipped with sensors or actuators. Unlike the FFD, the RFD can only communicate with a single FFD. According to Figure 2, an RFD can only be an ED.

An FFD is more powerful and can act as an ED (as an RFD), an internal router relaying messages in a multihop network (router) or a network coordinator (personal area network coordinator (PAN coordinator)). The PAN coordinator can send beacons,
providing synchronisation, communication and network join services. A single PAN coordinator per network controls the entire system and acts as a gateway linking the network devices to the Internet.

6LoWPAN protocol. One IoT challenges resides in the need to transpose classic IP networking to the world of low capability devices operating in the context of low power wireless personal area networks (LoWPAN). To achieve this, the Internet Engineering Task Force (IETF) specified the 6LoWPAN protocol [36, 37] in 2007. This protocol carries IPv6 packets over IEEE 802.15.4 networks. As a result, it allows interconnections between 6LoWPAN and classic IPv6 networks.

Using IPv6 allows 6LoWPAN to leverage its specific features, such as neighbour discovery, address resolution through link-local scoped multicast, duplicate address detection and router discovery. However, IPv6 packets are larger than those of IEEE 802.15.4. Therefore, the protocol offers various mechanisms to ensure a fit between the IPv6 datagrams and 6LoWPAN frame, despite eventual issues:

- **Header compression**: The adaptation layer optimises the space available for the data in an IPv6 packet by compressing its header. This means reducing the length of each header used within the packet, whether it is an IPv6, UDP or TCP header.

- **Fragmentation and reassembly**: Because the IPv6 maximum transmission unit (MTU) requirement does not match the size of the IEEE 802.15.4 frames, all IPv6 packets are fragmented into several segments and reassembled at the destination.

- **Layer 2 forwarding**: The adaptation layer allows the link layer to forward of IPv6 datagrams.

Header compression is defined in Request for Comments (RFC) 6282 [38] that updates the old RFC 4944 [39] to improve the methods used to compress IPv6 and UDP headers. Similar mechanisms exist [40] to perform header compression for TCP, but we did not address them in this paper and instead focused on UDP. The header compression level can vary according to the chosen type of communication amongst the three available options:

- **Link-local unicast communication**: This type of communication occurs between two devices within a 6LoWPAN network. The devices addresses are generated from the link-local prefix and the IEEE 802.15.4 addresses. In this context, both addresses can be determined from the IPv6 header. Thus, the IPv6 header can be compressed to 2 bytes.

- **Multicast communication**: This type of communication relates to interaction devices outside the link-local scope but still within the same network. Through use of the shared context for multicast, header compression can be reduced to 4 bytes.

- **Global communication**: Broader communication also occurs outside of the link-local scope. However, global communication makes multiple IP hops and reaches a destination outside of the network. Hence, the source and destination addresses must be set in the header, increasing it up to 7 bytes.
Transport layer. The transport layer relies on UDP or TCP. The choice between these two protocols is tied to the protocol used on the upper layer. There are pros and cons for each protocol. For instance, TCP allows better quality of service (QoS) with robust message delivery, whereas always-on TCP connections limit usage in a constrained environment. In a same way, UDP provides fast, efficient message transmission but lacks the reliability and service guarantee of TCP.

Application layer. The application layer is an abstraction layer that specifies the protocol used to ensure the communication between hosts. Such communication can be either between ED or between the server and an end device. Based on OS4I, shown in Figure 4, we describe two open protocols: CoAP built upon UDP and MQTT built on TCP.

The Constrained Restful Environments (CoRE) workgroup proposed CoAP [41, 42], a protocol designed for devices with limited resources (battery, memory or even computing power). This protocol is based on a representational state transfer (REST) architecture like hypertext transfer protocol (HTTP), but its complexity is reduced by the use of UDP rather than TCP. Moreover, methods such as GET, POST, PUT and DELETE are included in the protocol, allowing compatibility with HTTP. Thus, CoAP extends the unification between classic information technology (IT) and IoT defined by 6LoWPAN with the capability for well-known web applications to interact with IoT machine-to-machine (M2M) applications.

Furthermore, CoAP offers numerous functionalities [43], such as an asynchronous transaction model, an embedded web transfer protocol (coap://), lost packet retransmission and support of unicast and multicast communications. Furthermore, the use of UDP implies a new protocol that ensures the security of communication, namely, datagram transport layer security (DTLS) [44, 45, 46]. Finally, CoAP provides functionalities unavailable in HTTP, namely, observe, block and discovery:

- **Observe**: This feature is a mechanism of subscription to a resource. The client does not request the server to acquire a fresh value; rather, the server notifies the client that the value has changed and sends it.

- **Block**: This feature can be compared with IP fragmentation. However, instead of relying on IP fragmentation that requires more resources, CoAP enables a pair of block options, allowing the transfer of a large amount of information in multiple sequences of request response.

- **Discovery**: This feature allows a client to know which resources are available on the server or gives the client the location of each resource. CoAP introduces the new approach of web discovery service by including the uniform resource identifier (URI) /well-known/core, in which each server provides a description of its resources. Thus, the client can send a GET request to discover services.

MQTT is an open standard protocol originally created by IBM. This protocol is based on a publish subscribe model designed for classic communications as well as lightweight M2M communications [47]. Contrary to CoAP, MQTT is built upon TCP.
so the security of the protocol relies on the traditional secure sockets layer/transport layer security (SSL/TLS) protocol.

MQTT provides some interesting characteristics that make it compatible with constrained networks. It ensures a small amount of transport overhead and limits protocol exchanges to reduce network traffic in an environment with low bandwidth. The use of TCP with MQTT provides a solution to mitigate predictable connection losses in an unreliable network. Moreover, MQTT ensures QoS, which is split into three levels:

- **QoS 0 (at most once):** This level depends on the reliability of the TCP/IP network. This is the lowest level of QoS, so the messages are sent only once and the recipient can receive or not receive the message. Moreover, the recipient does not send an acknowledgement (ACK) response.

- **QoS 1 (at least once):** This level assures that messages will arrive, but duplication may occur. For each message received, the recipient must send an ACK response to confirm the receipt.

- **QoS 2 (once):** This is the highest level of QoS and the messages are assured arrival with the recipient without duplication or loss. This exchange is performed by a four-way handshake mechanism between the broker and the client.

### 3.1.2. Routing in 6LoWPAN

Multihop routing allows transmission of packets amongst distant devices. This action can be done through multiple devices, commonly called transmission over multihop. The routing is important in networks such as 6LoWPAN, in which the capabilities of nodes are limited. The 6LoWPAN protocol is an adaptation layer inserted between the network layer (IPv6) and the data-link layer (IEEE 802.15.4 MAC).

Depending on the layer by which the routing process is done, we can split routing protocols into two categories: mesh-under and route-over [48, 49]. For the mesh-under scheme, the routing decision is taken on the adaptation layer based on the link layer, whereas the network layer controls the routing decision for a route-over scheme.

**Mesh-under routing.** The adaptation layer performs IPv6 fragmentation to forward IPv6 packets over the IEEE 802.15.4 radio link. In a mesh-under scheme, the packet forwarding is transparent to fragmentation. There is no control of the fragmentation header. Thus, only the information contained in the IEEE 802.15.4 header and the mesh addressing header is used to forward a packet or a fragment. The source and final destination are included in the mesh addressing header, and the address of the current and next hop are contained in the IEEE 802.15.4 header. In this way, it is possible to know whether the fragment or packet has reached the destination or must be forwarded to the next hop without reassembly of the packet. This is the difference between an IP hop and a simple hop. Contrary to the route-over scheme, in mesh-under routing, the IPv6 packet does not have to be reassembled at each hop. However, if a fragment is missing, then all fragments must be retransmitted. According to [49], it is possible
to reduce the number of fragments that must be retransmitted by using the selective retransmission for the mesh-under scheme.

The IETF and the 6LoWPAN Working Group published several protocols to ensure compatibility with 6LoWPAN features. The first one was the ad hoc on demand distance vector routing algorithm (AODV) [50] in 2003; however, it was not adapted for the mesh-under scheme and link-layer addresses. The second one was LOAD [51] a derivative version of AODV, but its development was suspended. LOADng [52] was finally proposed to provide a better compatibility with mesh-under routing. It is also derived from the AODV routing protocol and aspires to become the standard for this type of routing.

Route-over routing. The other way to provide routing in a 6LoWPAN network is to forward data frames at the network layer. This routing scheme is based on IP routing, whereby each link-layer hop corresponds to an IP hop. The IPv6 hop-by-hop and IP routing table options are mainly used in route-over routing. The former option carries elective information that need to be verified by each hop on the delivery path. The latter option provides information that lets the current hop know which hop must receive all fragments. These two options imply that all fragments must be reassembled at each hop to retrieve IPv6 header information. Thus, when the adaptation layer receives all fragments, it creates an IP packet and sends it to the network layer. If the final destination matches with the current hop, then the packet is transmitted to the higher layer. However, if it does not match, then the IP packet comes back to the adaptation layer that fragments it and forwards it to the next hop based on routing table information.

As in mesh-under routing, if a fragment in the route-over scheme is missing during reassembly, all fragments must be retransmitted. The difference in the latter scheme is that the retransmission is made not from the source but rather from the last hop that forwarded the IP packet. According to [49], selective retransmission for the route-over scheme allows it to retransmit only lost fragments.

the routing over low power and lossy (ROLL) Working Group formed by the IETF proposed a routing protocol for low-power and lossy networks (RPL) in 2008 [53, 54, 55]. RPL is a distance vector IPv6 routing protocol for low-power and lossy networks and builds a destination oriented directed acyclic graph (DODAG) to represent the network as logical routing topology. Thus, it is easier to compute operations such as best path.

3.1.3. Security in OS4I

OS4I is a stack based on multiple IoT protocols, in which each defines a specific layer of the stack. Each layer is independent and provides its own security mechanisms.

Security in IEEE 802.15.4. We only consider the security provided by the IEEE 802.15.4 MAC layer. It offers data encryption using the AES-CCM* block cipher mode of operation. This protocol is a variation of the AES-CCM algorithm; it provides the same features and adds the possibility of using encryption-only capabilities. The size of the key is fixed to 128 bits, as is as the size of the plaintext block.
Security in network layer. The network layer relies on IPv6, so we only consider IP security (IPSec) as a security mechanism to ensure interoperability with the Internet. Raza et al. presented approaches of IPSec [56] and key exchanges [57] to make them suitable for constrained environments.

Security in the transport layer. The security provided by this layer depends on the protocol used at the application layer. If CoAP is used, then the transport protocol is UDP and the security mechanism provided is DTLS [44, 45, 46]; if MQTT is deployed, then TCP is used as the transport protocol and the corresponding security mechanism is SSL/TLS.

3.2. BLE

BLE is a protocol developed by the Bluetooth special interest group (SIG) and introduced in version 4.0 of the Bluetooth specification [58]. BLE is a wireless protocol for short-range communication whose field is similar to that of classic Bluetooth, such as control and monitoring applications. By design, BLE is suitable for low-power devices and meets the requirements for IoT.

There is no compatibility between devices implementing BLE and those implementing classic Bluetooth. Hence, many devices implement both protocols and are called dual-mode devices.

3.2.1. BLE stack description

Figure 5 represents the BLE stack compared with the generic IoT stack. The application layer is the only one that is not defined in the BLE specification. For the other layers, we can split them into two parts: the host and the controller.

The host handles the upper layers of the stack which are the logical link control and adaptation protocol (L2CAP), the attribute protocol (ATT), the security manager (SM), the generic access profile (GAP) and the generic attribute profile (GATT) protocol. The controller handles the lowest layers of the protocol, which are the link and PHY layers. The two parts can communicate to each other using the host controller interface (HCI). The following sections present an overview of each layer of the BLE stack [59].
**PHY layer.** Like most LAN wireless protocols presented earlier, BLE operates in the 2.4 GHz ISM band with 40 channels and a space of 2 MHz. BLE distinguishes between two types of RF channels: advertising and data channels. Three advertising channels are used for device discovery, and 37 data channels are used for bidirectional communication between devices. An adaptive frequency hopping mechanism is used on data channels to reduce the effects of interference, fading, multipath, etc. This mechanism randomly chooses one of the 37 available data channels to communicate at a given time.

The PHY layer uses Gaussian frequency-shift keying (GFSK) modulation for all channels and provides a data rate of 1 Mbps.

**Link layer.** The link layer is responsible of creating and maintaining communications, as well as advertising and scanning. These functionalities are ensured by six roles paired defined at this layer:

- Advertiser-scanner: An advertiser device sends announcements through advertising channels to be discovered. A scanner device listens on these channels while waiting to discover a device.

- Slave-master: A slave device is an advertiser that accepts a connection. A master device is a scanner that has initiated a connection that is accepted.

- Broadcaster-observer: A broadcaster device sends announcements and denies all connections. An observer device only detects devices that make announcements without creating a connection.

These roles are defined according the type of communication used, whether it is unicast (P2P) or broadcast. In a unicast connection, two role pairs are involved: the advertiser-scanner and the slave-master roles. The broadcaster-observer role pair is only used in a broadcast connection.

Unicast connections follow various phases, during which the roles of the devices evolve. A P2P connection starts with a discovery phase involving two devices. The first device that wishes to be discovered takes on the role of advertiser, and the one that wishes to connect takes on the role of scanner. The advertiser device sends advertising packets claiming that it is a connectable device until a scanner device finds it. After filtering and analysing the information contained in advertising packet, the scanner device wishing to initiate a connection takes on the role of an initiator and sends a connection request (CONNECT_REQ) packet to the advertiser. This phase corresponds to the connecting phase. The next phase is known as the connected phase and begins when the advertiser accepts the CONNECT_REQ packet. During this phase, the advertiser becomes the slave and the scanner becomes the master.

A master can handle several connections with different slaves. Since the Bluetooth 4.1 specification, a slave is no longer required to connect with only one master and can be simultaneously connected to multiple masters. Nevertheless, regardless of the Bluetooth version used, a slave must respond to a master.

Sleep mode by default for slaves allows improved energy savings. Slaves are woken periodically to listen to packets from a master. The period is determined by the master.
Moreover, the master handles all communications using a time division multiple access (TDMA) scheme. It also determines the use of the frequency hopping algorithm and shares all needed information with the slaves.

Each connection between master and slaves brings division of the physical channel into connection events, which are nonoverlapping time units. All connection events are initiated by the master and use the same data channel frequency throughout the event. A connection event is open until no more data are transmitted or an error occurs.

**L2CAP layer.** The L2CAP protocol is a simplified version of classic Bluetooth L2CAP. The main goal of this protocol is to multiplex the data of the ATT and SM layers into the link layer. Contrary to classic Bluetooth L2CAP, the functionality of segmentation and reassembly is not necessary in BLE, because the higher layers can take care of their payload size.

**ATT and SM layers.** ATT is used atop an L2CAP channel to define communication between devices using a client server scheme, in which the server stores a set of data structures, called attributes, containing the information managed by GATT. A client can access attributes by requesting the server. Many types of operations are allowed, such as read and write attribute values; however, all transactions follow a strict stop-and-wait scheme. This means that no other request can be sent until the response to the previous request has been received and processed.

The SM protocol is a complement of the security features defined in BLE. The SM protocol is used to take care of the three phases processed on devices’ connection, in other words, the pairing session. A pairing session is determined by three phases; (1) announcement of the capabilities of each device, (2) generation of the short-term key (STK) and (3) distribution of the long-term key (LTK), the connection signature-resolving key (CSRK) and the identity-resolving key.

**GAP and GATT layers.** GATT is built atop ATT. It determines the client server roles regardless of master slave role. It also gives structure to attributes in the form of services and characteristics, in which a service is a set of characteristics and a characteristic is a set of attributes. Hence, GATT acts as a framework that uses ATT. The main roles of GATT are the discovery of services and the exchange of characteristics between devices.

GAP is a framework that specifies device roles, models and procedures to enable discovery amongst nodes, the broadcasting of data and the establishment of secure connections. Four roles can be adopted by a device to join a network: broadcaster, observer, central or peripheral. Broadcaster and observer roles are the same as the ones defined at the link layer. These roles are used to implement unidirectional and connectionless communications. The peripheral and central devices are involved in bidirectional and connection-oriented communications. The peripheral device relies on a slave role, and the central device relies on a master role. A procedure is a sequence of actions that a device must perform to accomplish its tasks. A model is the state in which a device must perform a procedure. Hence, a model depends on the role played by the device, and a procedure depends on the model and the role.
3.2.2. Routing in BLE

Originally, BLE focused on a star topology, in which the device playing the master role is the central node and the slaves are the end points. Thus, all communications passed through the central node. BLE topology can also be called a master slave topology because of the role played by the devices. Piconet is another word to cover in networking in BLE and is not described further here.

With Bluetooth core specification 5.0 [60], mesh topology became available on BLE [61]. From this perspective, many mesh network mechanisms have emerged; [62] provides a taxonomy of the different BLE mesh networks.

According to [61], BLE mesh networking follows a message-oriented communication type using a publish subscribe messaging system. However, BLE adapts it with a relay principle to be more convenient in large spaces. Thus, a message can be retransmitted through many devices acting as relay with a limit of 127 hops. Finally, BLE uses a flooding approach to publish and relay messages. Thus, all devices in the range of the sender device receive the message, all devices acting as a relay retransmit it to all devices in their range and so on.

3.2.3. Security in BLE

The security in BLE comprises multiple security modes with multiple security levels. The security mode and the security level are based on the method of pairing that is used between the devices.

Pairing. Pairing implies the authentication of two devices with the use of a shared secret. This authentication allows the encryption of the link with STK and the distribution of LTK to ensure encrypted communication. Four procedures generate an STK during a pairing:

- Just works: Use a default pin code.
- Passkey: Display a pin code on a device that must be used by the other one.
- OOB: Use a side channel to transmit data (NFC, QRcode, etc.).
- Numeric comparison: Display pin codes on both devices; verification must be done by the user.

Security in BLE is split into two modes, with multiple security levels for each mode:

Security mode 1. This mode provides security based on encryption with four security levels:

- Level 1: No security (no authentication and no encryption)
- Level 2: Unauthenticated pairing with encryption
- Level 3: Authenticated pairing with encryption
- Level 4: Authenticated LE Secure Connections pairing with encryption
Security mode 2. This mode enforces security based on data signing and provides two security levels:

- Level 1: Unauthenticated pairing with data signing
- Level 2: Authenticated pairing with data signing

The encryption is based on the 128 bit AES-CCM protocol and the shared secret key is generated using LTK. The authentication is provided by using CSRK.

3.3. Zigbee

Zigbee is an IEEE 802.15.4-based protocol specified by the Zigbee Alliance.

3.3.1. Zigbee stack description

The Zigbee protocol is based on the IEEE 802.15.4 standard for the physical layer and the data-link layer (presented in Section 3.1.1). The standard then specifies the upper layers, as shown in Figure 6.

According to [20], these upper layers are composed of the network layer and an application layer, with the application layer consisting of an application framework (APF), Zigbee device object (ZDO) and application sublayer (APS). The following sections detail each part of these layers.

network (NWK) layer. The network layer provides numerous functionalities, amongst which are multihop routing, route discovery and maintenance, security and joining or leaving network.

Application Framework (APF). APF is composed of 254 application object (APO), in which each APO is a piece of software that controls a specific hardware unit (switch, lamp, etc.) available on the device. All APOs can communicate and interact amongst themselves, with a locally unique endpoint number assigned to each APO.

Zigbee Device Object (ZDO). ZDO offers services to the APOs and allows them to discover devices and the services they implement in the network. It also provides such services as communication, network and security management services.
Application Sub Layer (APS). APS links APO and ZDO to manage data transfer services between them. To create an application, APS must conform to an existing profile provided by the Zigbee Alliance. The message format and protocol for interactions between APO are defined by the application profile. The main advantage of the application profile is interoperability amongst applications developed by different manufacturers.

3.3.2. Routing in Zigbee

Zigbee is based on the IEEE 802.15.4 standard to specify the PHY and MAC layers. Thereby, Zigbee provides star, tree and mesh topologies. Moreover, each device that composes a Zigbee network is either an FFD or an RFD, but their names change to become Zigbee ED, Zigbee router, accompanied by a Zigbee coordinator. A Zigbee ED is an RFD or an FFD acting as a simple device. A Zigbee router is an FFD with routing capabilities. A Zigbee coordinator is unique to the Zigbee network and corresponds to an FFD controlling the entire network.

The routing algorithm used in Zigbee depends on the network topology used.

Tree topology. The only possible algorithm within a tree topology consists of basic parent child links established as a result of join operations (called tree-based routing). Routers maintain a list of their address and the address information associated with their children and parents. Communications work with a beaconing system; the parent and the child who want to communicate must synchronise themselves before the start of communication.

Mesh topology. Although more complex to handle and with beaconing disallowed, a mesh type of network is more robust than a tree topology and resilient to faults. Routers maintain a routing table and employ a route discovery algorithm to construct or update these data structures on the path nodes. The routing table is consulted only if the trivial routing for the next hop to the destination is not possible. If the destination is not found, even in the routing table, then the discovery routing algorithm is started. In the worst case, if the resources needed for the discovery are unavailable, then routing falls back to a tree-based mode.

Route discovery algorithm. A route discovery algorithm is a necessary process to create a routing table entry in the nodes along the path between two nodes wishing to communicate. A route discovery table is maintained by the routers and the coordinator to implement route discovery. Zigbee uses the AODV and broadcast mechanism to reach the destination.

3.3.3. Security in Zigbee

The Zigbee protocol provides services at the NWK and APS layers to ensure the following security features: key establishment, secure networks, key transport and frame security. The Zigbee stack relies on an open trust model; hence, each layer trusts the others.

Zigbee network security is ensured by two encryption keys: the network key and the link key. The network key is used to secure broadcast communications. This 128-bit key is shared amongst all devices in the network. There are two ways for a device
to acquire this key, either by preinstallation or by key transport. The link key is used to secure unicast communication on APL. Hence, only two devices share a 128-bit key. A link key can be acquired by preinstallation, key transport or key establishment.

Because Zigbee is based on an open trust model, each layer provides its own frame security. The NWK layer provides a 128-bit key with AES-CCM to ensure encrypted communication and uses a cipher block chaining message authentication code (CBC-MAC) to ensure integrity. APS guarantees the security of its frame using either the network key or the link key. If the former should be used, then APS checks whether the NWK layer already provides security; if it does so, then APS does not add security on its frame.

3.4. Z-Wave

Z-Wave is a proprietary home-automation protocol developed by Zensys in 1999. It was later bought by Sigma Designs. Unlike most LAN protocols, Z-Wave operates on a subgigahertz band. This protocol is fully proprietary; however, some parts of the stack have been reverse engineered [63] to provide open-source solutions compatible with Z-Wave devices, such as OpenZwave.1

3.4.1. Z-Wave stack description

Figure 7 highlights the two-part division of the protocol, with the International Telecommunication Union (ITU) G9959 recommendation for the lowest layers and the remaining layers within a proprietary specification. We can split the Z-Wave protocol in two layers, with an NWK layer that consists of the routing layer and an application layer that includes the transport layer and the application layers [64].

PHY layer. The PHY layer defines three data rates, depending on the modulation used: 9.6 and 40 Kbps using frequency-shift keying (FSK) modulation and 100 Kbps using GFSK. Therefore, the frequency bands differs depending on the region in which Z-Wave is used. In Europe, for instance, Z-Wave operates at 868.42 MHz.

1http://www.openzwave.com/home
**MAC layer.** The MAC layer handles data exchange between devices and is responsible for such actions as frame acknowledgement, retransmission and packet origin authentication. The MAC frame is split into three parts; the MAC header (MHR), the MAC service data unit (MSDU) and the MAC footer (MFR). MHR contains important information, such as HomeID and SourceID, in which HomeID is a unique 4-byte number identifying a network and sourceID is an 8-bit number identifying a node within the Z-Wave network.

The MAC layer defines two types of devices in the network: the control device and the end device. Control nodes initiate commands and end devices respond to these commands. Moreover, a control device can act as a primary controller or a secondary controller. The primary controller is unique to each network and assigns HomeID and SourceID for each Z-Wave node during the enrolment process. It also stores and maintains the routing tables for the entire network. The secondary controller contains the same HomeID as the primary controller and maintains the routing table. End devices with batteries can also forward messages to nodes out of range of the control node.

**Routing layer.** The routing layer ensures the success of message transmission between the control node and the end devices. Moreover, this layer specifies the maximum number of nodes as 232 and the maximum number of hops as four.

The routing layer is in charge of the routing features of the Z-Wave network. It assigns the role of each device with a unique primary controller, which manages the entire network. It also determines which end devices participate in routing. Therefore, it is responsible for managing network topology and maintaining the routing table, with features such as topology discovering and topology healing.

**Application layer.** The application layer depends on the Z-Wave application developer. Nevertheless, some behaviours are applicable to all devices. The application layer is responsible for executing received commands. Commands are split into two classes: device and command.

The command class is related to a specific function, whereas the device class is related to the device. The device class is separated into three subclasses: basic, generic and special. The basic class identifies controllers and end devices with or without routing capabilities. The generic class specifies the functions a device can perform within its own role. Finally, the special class defines more specific features in device functionality.

### 3.4.2. Routing in Z-Wave

Z-Wave is a mesh networking protocol composed of a unique primary controller, which manages the entire network, and up to 231 end devices, many of which have routing capability. Moreover, Z-Wave uses a source-routed mesh network architecture to create the routing in the network, in which the routing table is handled by the primary node and maintained by all control nodes. Hence, each control node can initiate communication with other nodes using the route stored in the routing table. A route can pass a maximum of four nodes to reach the destination. If a route is unavailable, then the source node attempts to reach the destination via another route, continuing these attempts until the path to reach the destination node is found. Then, the routing table is updated by the control node to add or remove unused routes.
3.4.3. Security in Z-Wave

Z-Wave comes without encryption by default, so all communications are sent in plain text which facilitates interception, gathering and decoding of messages. Until the fifth generation of Z-Wave devices, the only security features were HomeID, which uniquely identifies a network, and the explicit action required of the controller to add a new device to the network. In the latest generation (the 500 series), Sigma Designs introduced a secure pairing process and provided hardware capabilities supporting the 128-bit advanced encryption standard (AES-128). Once a device and the controller are paired using the secure mode, a key is exchanged and used to encrypt further communications. However, the latest generation must maintain backward compatibility with older devices that lack the same level of security. In addition, even if the newest devices can use a secure mode and encryption, older devices require a no-security level to operate. Therefore, legacy devices constitute an exploitable weak link.

3.5. WirelessHart

The WirelessHart [65] protocol has been designed solely for the process automation and manufacturing industries. It was created in September 2007 and relies on the already-popular highway addressable remote transducer (HART) protocol. This protocol was created to be suitable for IoT networks based on criteria such as power consumption and scalability just like all other IoT protocols. However, WirelessHart goes beyond these other protocols, adding reliability and security as key features of the protocol.

Figure 8 represents the stack of the WirelessHart protocol compared with our generic IoT stack. As explained earlier, the lower layer of WirelessHart is based on the open IEEE 802.15.4 standard. However, only the physical layer uses the IEEE standard; the data-link layer relies on other mechanisms specific to WirelessHart.

WirelessHart implements its own TDMA data-link layer and uses the concept of a superframe to provide better resistance to collision, as well as to provide deterministic communication.

According to [65], the network layer includes the transport layer and supports important features that ensure reliability against interference and obstacles.
The application layer is the same as that used in the HART protocol. Hence, it assures a perfect connection and compatibility between the two protocols, allowing a wireless device to communicate with another device outside of the WirelessHart network without modification of the packets.

3.5.1. WirelessHart stack description

As shown in Figure 8, WirelessHart defines its own data-link and network or transport layers to adapt the existing HART protocol to wireless devices.

Data-link layer. In WirelessHart, this layer fills the important role of providing reliable and secure communication. These mechanisms are established by the data link protocol data unit (DLPDU).

Moreover, as shown in Figure 8, the data-link layer differs from the data link provided by the IEEE 802.15.4 standard. It introduces two features, frequency hopping and channel blacklisting, to ensure reliability of communication.

Furthermore, TDMA used for the MAC layer improves resilience against collision by allowing transmissions only within a strict time slot of 10 ms. Hence, multiple time slots are grouped to from a superframe. A superframe is used to control the timing transmissions.

The DLPDU of WirelessHart is detailed in Figure 9. The first byte is fixed to the 0x41 for every frame of WirelessHart. The TDMA data-link layer specification defines five types of frames:

- Acknowledgement DLPDU: This frame informs a sender of a nonbroadcast frame as to whether the frame was accepted.
- Advertise DLPDU: This frame contains all information needed to join the network. This frame corresponds to an invitation.
- Keep-alive DLPDU: This frame lacks a payload and is used for network time synchronisation or access communication between neighbours.
- Disconnect DLPDU: This frame advises all device neighbours that a network device is leaving.
- Data DLPDU: This is the only DLPDU that can contain information from a higher layer in the payload. All other DLPDUs are exclusively used at the second layer.
Network and transport layers. The network layer is responsible of routing functionalities, as well as addressing and delivery of data in a secure manner. The transport layer controls reliable transmission and is included within the network layer [65]; it handles the security and reliability of the network.

The network manager is an important component of a WirelessHart network. It is responsible for forming and configuring the network, scheduling communication between devices, managing routing in the network and monitoring and reporting on the health of the network. There is only one network manager per WirelessHart network.

The network manager assures the functionalities provided by the network layer. All configurations of routing tables for the joining processes of network devices are handled by the network manager. Furthermore, it is the only component that can update the routing tables. There are two ways to provide routing according to WirelessHart standard [66].

3.5.2. Routing in WirelessHart

WirelessHart network provides many types of topology [65], including star, cluster and mesh. However, only the mesh topology is recommended for a WirelessHart network. In this network architecture, each device has the capability to provide routing, improving the scalability and reliability of the network. Moreover, a mesh topology provides redundant paths, assuring messages are routed around physical obstacles, broken links and various types of interference. All features are managed by a unique central point called the network manager. Figure 10 illustrates the WirelessHart network structure.

WirelessHart provides three mechanisms to handle messages routing: graph, source and superframe.

Graph routing. All paths to route a message from a source to a destination using the graph routing protocols are precomputed and form different graphs identified by a
graph identifier (graph ID). These paths are created by the network manager and downloaded to each device. Thus, to send a packet, the source device includes in the header the specific graph ID determined by the destination. Hence, as each device proceeds to the destination, it knows the next node to which it should forward the packet.

Source routing. Unlike the graph routing protocol, the source routing protocol is based on an ad hoc protocol to create the route for messages. Thus, to send a packet, the source device provides a list of devices through which the packet must travel. When the packet reaches a node, it is forwarded to the next hop until it reaches the destination node. This protocol is used to provide network diagnostics.

Superframe routing. The superframe routing protocol is a variation of the graph routing protocol. The packets are assigned to a superframe. Whereas graph routing provides end-to-end routing paths in the network, superframe routing [67] uses the assigned superframes based on a graph to provide communication opportunities.

3.5.3. Security in WirelessHart

WirelessHart provides no choice as whether to use its security and disables the option of turning it off. Security services are handled at the MAC and NWK layers, and each layer ensures security features.

The MAC layer provides hop-to-hop security and data integrity using the message integrity code (MIC) with AES-128 in CCM mode. The network layer uses a set of keys to ensure security for end-to-end communication including confidentiality and data integrity. There are four keys:

- Public key: Used to generate MIC on the MAC layer by joining devices
- Network key: Shared amongst all devices and used to authenticate messages on a one-hop basis
- Join key: Unique to each network device and used to authenticate the joining device during the joining process with the network manager
- Session key: Generated by the network manager, unique for each pair of devices, and used to ensure confidentiality and data integrity for unicast communication.

3.6. LoRaWAN

LoRaWAN is a low power wide area network (LPWAN) intended for devices with constrained resources operating on a long-range network. LoRaWAN is a MAC layer protocol based on the long-range (LoRa) RF protocol (Figure 11) and maintained by the LoRa Alliance.

3.6.1. LoRaWAN stack description

LoRaWAN [68] is a protocol developed to be used with the LoRa modulation technique. It provides to features suitable for LPWAN.
**LoRa.** LoRa is a proprietary radio modulation of the chip spread spectrum for LP-WAN. It uses the subgigahertz RF bands (868 MHz in Europe and 915 MHz in North America). It provides a long communication range, typically around 5 km in urban areas and up to 50 km in rural areas.

**LoRaWAN.** LoRaWAN defines the system architecture (shown in Figure 12) of the network and the communication protocol. Moreover, LoRaWAN enables bidirectional communication and thus defines three classes of devices:

- **Class A:** Class A must be supported by all devices. This is the class with the lowest energy consumption but with high downlink latency. Only two short windows for receiving downlinks are available after an uplink transmission of an end device.

- **Class B:** Class B devices include all class A windows for receiving downlinks and open additional windows for receiving downlinks at scheduled times. A gateway always sends a time-synchronised beacon to the end device. Thus, the server always knows when the device is listening.
• Class C: Class C consumes the most energy of all classes. However, devices from class C have continuously open windows for receiving downlinks except when the devices are transmitting.

Each class serves a particular application need and has optimised requirements for a specific use. The difference amongst the three classes is the relationship between power consumption and latency. Class A has the lowest energy consumption but the highest latency, whereas class C offers the lowest latency but needs a high-energy power source.

3.6.2. Routing in LoRaWAN

The architecture of a LoRaWAN network comprises four parts, as shown in Figure 12. From left to right, end devices communicate only with the gateway using LoRa RF protocol. Then, gateways centralise all messages from end devices before transmitting them to the network servers using high-data-rate technologies like Ethernet or long-term evolution (4G). In a similar manner, the network servers transfer data to application servers using high-data-rate technologies. LoRaWAN uses a cellular topology, also known as star of stars (Figure 2).

Moreover, each end device is associated with multiple base stations (or gateways). Hence, all data sent by the devices are forwarded by multiple gateways, without regard for redundancy or the integrity of the data. These verifications are applied by the network server. The network server is in charge of the validation of various characteristics, such as data redundancy, integrity verification, receipt confirmation, emission power and even the debt adaptation.

3.6.3. Security in LoRaWAN

LoRaWAN defines three security keys that provide encryption and authentication in the network: the network session key (NwkSKey), the application session key (AppSKey) and the application key (AppKey). Each key has a 128-bit length. The NwkSKey is used to communicate at the network level (device to network servers). This key is also used to compute the MIC of each message sent on the network to ensure its integrity. The AppSKey is used to encrypt messages at the application level. This means that only the end device or the application server can encrypt and decrypt the messages. NwkSKey and AppSKey are unique to each device and to each session and are generated according to the device activation method, either dynamically or statically. The over-the-air-activation (OTAA) method uses the AppKey and obtains other resources from the server to dynamically derive the set of keys. The static method (ABP) uses a preshared AppKey to derive the two session keys. Based on the method used, NwkSKey and AppSKey are regenerated whenever the device is dynamically activated (OTAA); otherwise, the sessions keys remain the same until changed.

3.7. Sigfox

Sigfox is another LPWAN technology that was created before LoRaWAN in 2009. These two protocols are intended for long-range communication and resource-constrained devices but provide different solutions to achieve their goals. Sigfox acts as an operator
that owns its network; hence, a subscription to the Sigfox operator is required to use the network.

Sigfox is a proprietary protocol that includes all layers except the application layer (as shown in Figure 11).

3.7.1. Sigfox stack description

Sigfox uses ultranarrowband radio technology and as LoRaWAN operates on the ISM bands (868 MHz in Europe). A specific feature of Sigfox is a payload length of only 12 bytes. The protocol is designed to be used with a short payload. Moreover, the use of the ISM band restrains the number of packets sent each day. Hence, the limit on packets per device in Sigfox is 14 messages per day. Thus, the technology is mainly used by applications that do not require a continuous flow of data.

According to Figure 13, the Sigfox stack includes three parts: the PHY layer, the MAC layer and the frame layer.

**PHY layer.** The role of the PHY layer is the same as for all other protocols: handle the protocol signal. In other words, the PHY layer manages RF modulation. Sigfox uses two modulation algorithms, depending on the type of communication: differential BPSK (DBPSK) modulation for uplink and GFSK modulation for downlink.

This layer is also in charge of the bit rate and the operation frequencies, depending on the country in which Sigfox is used. For example, in European countries, the Sigfox protocol operates on the 868-MHz band at a bit rate of 100 bps.

**MAC layer.** The MAC layer is in charge of the device’s authentication in the network. To do this, the MAC layer adds fields for authentication, as well as other standard programmes such as an error-detection code (cyclic redundancy check). Moreover, the Sigfox protocol removes all signalling from the MAC layer and devices. This means devices are not synchronised with the network.

**Frame layer.** The frame layer includes the transport and network layers from the generic IoT stack. The frame layer must satisfy the functionalities of these two layers. In other words, it acquires the payload provided by the application layer and generates the radio frame that is useful for the lower layers. Therefore, the frame layer adds a sequence number systematically into the frame.
3.7.2. Routing in Sigfox

The routing in Sigfox is similar to the routing in LoRaWAN. The topology of a Sigfox network is also a star of stars, as shown in Figure 14. However, Sigfox uses a cloud platform to transfer the processing power, rather than transferring in the devices, to reduce the energy consumption.

Devices enable bidirectional communication, but downlink communication can only be started by the device. Then, a short window is enabled for the downlink. Moreover, like LoRaWAN, Sigfox devices are not associated to a unique base station. The data can be sent through multiple antenna to reach the cloud platform on which the data will be used.

3.7.3. Security in Sigfox

Sigfox devices are provisioned with a unique symmetrical AES-128 authentication key. This key is derived to provide a MAC for each message to ensure authenticity and integrity. In addition, a sequence counter avoids replay attacks. However, there is no confidentiality mechanism; by default, all messages are sent in plain text. Therefore, applications must implement their own end-to-end encryption to protect critical information. Sigfox clearly relies on security through obscurity, providing a subpar security quality, while denying access for research on the proprietary protocol [69].

4. IoT attack study

IoT devices are embedded devices that include operating system and system software. Moreover, these devices are interconnected and use wireless communication to exchange messages. These features all imply the likelihood of IoT security threats, which can be evaluated using the traditional confidentiality, integrity and availability principle:

- **Confidentiality**: Capacity to hide information from those who are not authorised to view it.
• **Integrity**: Capability to ensure that transmitted data are not tampered with or modified from the source to the destination

• **Availability**: Capacity of information to always be readily accessible by entities authorised to access it. For the rest of this paper, when we talk about attacks against availability, we only refer to attacks implemented by an attacker, not those caused by natural disasters.

We consider IoT systems to be networks of devices with a specific architecture, or topology. Every device can exchange data with every other device through communication using one or multiple protocols. Moreover, even though there can be many software issues in IoT devices, we focus on vulnerabilities against communication and protocols. Software issues are usually not specific to IoT but rather are classical IT problems.

![Figure 15: IoT kill chain.](image)

We propose in Figure 15 an attack pattern that an attacker could follow to gain full control of an IoT system. This kill chain is split into three parts: packets, protocol and finally the system. The first step is focused on devices and more precisely, on sent and received messages (Section 5). The second step of the kill chain concerns the protocol and possible ways to alter the topology to control a subnet or the entire network (Section 6). The last step describes attacks against the whole system after it has been compromised (Section 7).

Table 3 summarises all attacks presented and detailed in this sections for all protocols. When an attack is possible in theory or practically for each protocol, the cell is filled with one or more references. Empty cells show attacks for which there is not enough documentation available, either on the protocols or on the attack, to be able to identify whether the attack is feasible. Finally, when we think that an attack cannot be achieved, we place a $\times$ in the corresponding cell. The assumption of whether an attack is possible if no reference is available depends on analysis of the protocols and our experience.
5. Focus on packet security

Packet security is the first element in the kill chain as shown in Figure 15. This step consists of retrieving information or potentially gaining control of a device. As described earlier, we deliberately only consider vulnerabilities against communication and protocol and not software exploitation. Thus, this step describes attacks against communication from and to a device – in other words, cryptographic attacks. We distinguish passive cryptographic attacks from active ones.

Passive cryptographic attacks consist of extracting secrets or confidential data from intercepted frames without emitting a message. Because no action is performed within the network, there is no risk of altering the integrity or availability of the network. Instead, passive cryptographic attacks compromise confidentiality by stealing information from devices through eavesdropping.

With active cryptographic attacks, an attacker can modify messages transmitted through the network. The attacker can also inject traffic by forging or replaying frames to disturb the network. Hence, an active attack aims to compromise the three principles of confidentiality, integrity and availability.

5.1. Passive cryptographic attacks

Wireless communications are natively prone to traffic interception. Encryption is one solution to ensure that transmitted data are protected against unauthorised access. We distinguish four levels of cryptographic attacks, which we characterise as attacking no cryptography, ugly cryptography, bad cryptography and good cryptography.

5.1.1. No cryptography

Many IoT systems use unencrypted communications to communicate. This makes it easy to gain information from captured packets. In this case, no specific actions are required from the attacker to obtain the information contained in a message: the attacker examines the wireless communications and extracts information without computing actions.
5.1.2. **Ugly cryptography**

We consider the cryptography to be ugly when communications are encrypted with weak cryptography, such as an old algorithm or small keys, and are thus easily breakable. In this case, an attacker can obtain all plain texts from encrypted communications using limited computational power. Communications with ugly cryptography should be considered equivalent to those that are unencrypted.

5.1.3. **Bad cryptography**

With bad cryptography, the algorithms that encrypt the payloads use state-of-the-art standards, but the developers relied on an ad hoc implementation or deployment of these algorithms. Often, these implementations do not tackle every aspect necessary to provide the expected level of security. Weaknesses may lie in key generation, key exchange or key encryption, etc.

In [17], the authors, after analysis of the frame encryption and authentication algorithm in a Z-Wave network, were able to find a vulnerability that allowed them to take the control of a smart door. It appears that the encryption key was not sent in plain text. Hence, the first thing an attacker must determine is how the key is encrypted. The authors assumed that the key was generated by a pseudo random number generator (PRNG) provided by the Z-Wave chip and then encrypted with a hard-coded temporary default key in the chip’s firmware. They found that this key value was 16 bytes of zero and they were able to retrieve the plain text of the key.

5.1.4. **Good cryptography**

In good cryptography, the algorithms used to encrypt communications are strong enough to be hard or impossible to break in a finite time. This cryptography relies on a standard algorithm, such as AES, with good parameters, sufficient key size, valid implementation and proven deployment. Here, an attacker may not to be able to find the plain text of the payload, yet it may still be possible to identify patterns that allow the attacker to gain some information.

5.2. **Active cryptographic attacks**

Good implementation of a cryptographic standard is not always enough to ensure perfect security of data. Other mechanisms are important to secure communication within a network. However, to test whether these mechanisms are present, an attacker must inject packets into the network or tamper with existing packets in the network.

5.2.1. **Same-nonce attacks**

In cryptography, nonces are random numbers that must be used only once. These numbers can be generated from a random or a pseudorandom generator. The main goal of these nonces is to avoid the reused of a frame in a replay attack. A same-nonce attack allows an attacker to retrieve partial information regarding plain texts from cipher text messages.

---

2 https://www.wired.com/story/hackers-steal-tesla-model-s-seconds-key-fob/
This attack is possible in Zigbee [91, 79, 78] and 6LoWPAN [76], mainly because of the security provided by IEEE 802.15.4 at the MAC layer [23]. The cipher suite used in IEEE 802.15.4 to encrypt payloads is AES-CTR. Hence, the payload is XORed with a keystream generated from a nonce and a preshared key. The nonce is derived from the device’s extended address and the frame counter. When two payloads are encrypted with the same keystream, it is possible to decrypt them. Thus, let’s consider two payloads $P$ and $P'$, their encrypted versions $C$ and $C'$ and the $K$ keystream. We have $C \oplus C' = (P \oplus K) \oplus (P' \oplus K) = P \oplus P'$. This conclusion is possible if the counter does not change between two frames.

In [76], the authors identified that when a device could not receive the expected beacon in time, the device rebooted. This unexpected behaviour reset the counter to zero but kept the same extended address and preshared key. Thus, in waiting for the good frame, it was possible to obtain several frames with the same keystream.

5.2.2. Replay attacks

A replay attack consists of simply resending intercepted frames to the same device a moment later. The consequences of a replay attack are diverse, such as command replays and data retransmissions. Therefore, a replay attack does not allow an attacker to gain new information from the intercepted frame; instead this attack represents thus an integrity issue (not a confidentiality one).

In [76], the authors used the same vulnerability as for a same-nonce attack: counter reset. Just as in the same-nonce attack, when the device rebooted, its counters were reset. Thus, it was possible for an attacker to replay an intercepted frame with the right frame number.

In the same manner, in [78], the authors showed how they could switch on a light by replaying a frame. In Zigbee, when a counter reaches the maximum number, it is reset to zero but neither the nonce nor the key used to generate the keystream is changed. Thus, to replay a frame, the attacker just had to wait until the counter was reset.

5.2.3. Malleability attacks

A malleability attack is a combination of the two previous attacks: replay and same-nonce. In other words, in a malleability attack, an attacker forges a new frame, encrypts it and sends it through the network. In a same-nonce attack, the attacker retrieves plain text and with the plain text and its cipher text, can retrieve the keystream using an XOR operation: $C = P \oplus K \rightarrow K = C \oplus P$, where $C$ is the cipher text, $P$ is the plain text and $K$ is the keystream. With the keystream, it is possible to forge a new encrypted frame. Instead of using a replay attack, an attacker can send the new forged frame with the same counter.

In [76], the authors took advantage of counter reset after device reboot to use same-nonce attacks and gain large amounts of cipher text encrypted with the same keystream. In this way, they could retrieve many plain text frames. Using the XOR operation between plain text and cipher text, they retrieved several keystreams with different counters. Thus, they had the capability to forge new frames with the keystreams. Then, instead of replaying an intercepted frame to pull off a replay attack, the authors sent their forged frames with the corresponding counter through the network.
6. Focus on protocol security

After the first step of the kill chain shown in Figure 15, an attacker was able to retrieve information or potentially take control of a device. The next step is to spread that control or simply increase the privileges. In an IoT system, this consists of altering the topology to take control of some part of the network using protocol weaknesses.

6.1. MITM attack

The MITM attack is well known in network and communication protocols. It consists of secretly intercepting, altering and relaying information between two devices that believe they are communicating with each other. Figure 16 represents the traditional scheme of an MITM attack, in which device A and device B are the two legitimate devices and device E is the attacker attempting to intercept the traffic.

In [92], the author presented a tool to perform an MITM attack against devices using the BLE protocol to communicate. During the presentation, he details the requirements needed to perform this attack and how easy it is to implement it. The attack consists of creating two fake devices, one acting as the central device and one as a dummy. The central device will connect to the legitimate device, and the dummy is a perfect copy in term of features and characteristics of the legitimate device. The dummy and the central device must be connected to each other to relay communication. The most important thing is timing. To perform this attack, it is mandatory that the attacker connect the central device to the legitimate device before the user can do so. Then, the attacker must copy the device to catch the user connection and relay information between the legitimate device and the user through the central device and the dummy. Therefore, the user believes communications with BLE-enabled device is occurring normally, but instead, all communications are being intercepted, analysed and even altered. Depending on the tool used to perform the MITM attack, different capabilities are available such as a replay attack or on-the-fly communication alterations.

6.2. Flooding attack

A flooding attack consists of sending a succession of requests to a particular device. This action attempts to consume enough of the device’s resources to limit or stop
its activity. Furthermore, this attack can be divided into multiple attacks with different consequences, such as the Hello flood attack [82]. Generally, a flooding attack is considered the simplest attack leading to DoS [93, 94].

In [76], the authors flooded a 6LoWPAN sensor to make it lose synchronisation with the PAN coordinator. Device reboot was not an anticipated behaviour, but they found that sensors, because of the flooding attack, could not receive the expected beacon from the PAN coordinator, giving rise to loss of synchronisation. Thus, the sensor had to resynchronise with the PAN coordinator. By capturing the IEEE 802.15.4 frames sent to the coordinator, it was possible to gather useful information, such as the extended address of the device. Moreover, it appears that this flooding attack affected the PAN coordinator in a same manner, forcing it to reboot. Hence, this attack allowed not only the disruption of the sensor but also the gathering of information required to lead other attacks.

6.3. Spoofing attack

A spoofing attack is a well-known network security attack. It consists of an attacker successfully masquerading as another device by tampering with the target’s data. In our case, a spoofing attack consists of using a controlled device to spoof a legitimate device inside a network to implement different actions, such as disconnecting or sending false information.

In [95], Bayou et al. implemented a spoofing attack to disconnect a node. This attack was based on the DLPDU structure, especially the disconnect type of DLPDU. This structure was created at the data-link layer and secured by the network key (shared by all network devices). According to the WirelessHart standard, this type of message allowed the device to inform its neighbours that it was leaving the network. Thus, each neighbour removed all information about the departing device from its neighbour list and deleted all links towards or from it. Then, the neighbours reported this device disconnection to the network manager, which updated the routing tables.
To implement a disconnect attack, the attacker must spoof the identity of a legitimate node by forging a false disconnect DLPDU with the source address of the targeted device and then send it to the network manager. Afterward, the network manager will remove all links of the targeted device from its routing table. To perform this attack, the attacker needs a preparation state to gather information about the targeted device. The short address and the long address of the device are mandatory. Furthermore, the attacker’s device must be synchronised with the network’s current time because of the use of TDMA (see Section 3.5 for more details). This action can be done as follows:

- Compromise a legitimate device that received its own schedule from the network manager.
- Use the retry slot to send the disconnect packet to each target’s neighbour one by one until the parent is found.

In [95], the authors used the join link to send the disconnect DLPDU. This link is normally used by new devices to join the network. But to accelerate the joining process, WirelessHart allows advertisement DLPDU to be sent on the join link. This message contains joining information and is sent periodically through the entire network. Hence, the attacker’s device must wait for an advertisement DLPDU from the target’s parent and use the join link to send the disconnect message.

Figure 17a represents the network before a disconnect attack, in which the red node is the attacker’s device \( A \), the green node represents the target \( T \) and the blue node is the network manager \( NM \). During this phase, \( A \) acts as a normal device. As soon as the attack is launched, \( A \) enters search mode to gather information about the target and waits for an advertisement message. When the target parent (\( D_2 \) in Figure 17) sends it, \( A \) forges a disconnect DLPDU, sets the short address of \( T \) as the source address and sends it to \( D_2 \). After receipt and validation of this packet with the network key, \( D_2 \) removes the sending device from its neighbour list and forwards the information to \( NM \). Thus, all links with \( T \) are removed and this device is no longer considered a device of the network (as shown in Figure 17b). All packets from \( T \), whether its own or those of its children, are dropped. At this point, two distinct networks exist with no communication between them.

6.4. Sybil attack

The sybil attack [96] aims to forge and use numerous identities from a single malicious node. It has been widely used to target distributed reputation systems but is also a threat for distributed routing protocols. With numerous created identities, an attacker holds a large amount of influence in the network, which might affect the network’s effectiveness and even the chosen paths of distributed service or multipath routing.

This attack is only possible if the network does not run a trusted central authority that verifies each identity before including it in the network. This lack of control is a traditional weakness of wireless ad hoc and sensor networks.

In [97], Medjek et al. described how an attacker could throw a sybil attack against RPL-based network. They used and took advantage of an RPL feature to add a node to the network. Two methods exist to join an RPL network: waiting for DODAG information object (DIO) messages or sending DODAG information solicitation (DIS)
messages. These DIS messages are similar to router solicitation messages, allowing a node to discover DODAG information from its neighbours by soliciting DIO messages. Once an attacker receives DIO messages, the attacker fills a DODAG destination advertisement object (DAO) message with a crafted node identifier and its parent address. The attacker then broadcasts the DAO message to be advertised by the node neighbour to update the routing table and the parent list. With this method, the attacker can create many nodes with forged identities and add them to an RPL network.

6.5. Wormhole attack

In wormhole attacks [98], the attacker uses a tunnel between two malicious nodes to relay messages from zone A to zone B faster or with fewer apparent hops than would be done using the expected multihop protocol. The attacker can use a wired link between the two relays or even fast wireless connectivity. This manipulation allows the attacker to be seen as the best route between these two zones and thus to relay most packets between them. The attacker then gains privileges that allow eavesdropping or manipulation of the routed packets. This attack is highly dangerous, because it does not require known cryptographic keys, thus, this attack is effective even if the communication network provides confidentiality and integrity.

In [85], Perazzo et al. presented an implementation of a wormhole attack against a 6LoWPAN network built upon IEEE 802.15.4 and using the routing algorithm RPL. The first step of the attack was to enable communication between devices too distant to communicate directly. This was possible using two malicious nodes, $mn_1$ and $mn_2$, as gateways, one in each area and connected with a high-speed connection, such as the Internet or a local network. Another important point is the method of delivery for ACK packets to ensure that devices used the tunnel as shortest path to reach the destination. The time between emission and receipt of an ACK packet must be shorter than the timeout. Therefore, using a specification of IEEE 802.15.4, in which ACK packets must not be authenticated, the authors used a programme to reply to an ACK response for any unicast frames received in both malicious nodes. The attack was thus led as follows: $mn_1$ intercepted DIO broadcast messages from zone A and relayed them to $mn_2$, which replayed the messages in the other zone. Each device receiving the DIO message responded to the sender with a unicast frame. These frames were intercepted by $mn_2$, and then it automatically replied with a forged ACK packet before transferring the unicast frame to $mn_1$. In this way, the attacker was able to reduce the number of hops between the two devices and to control the traffic flow passing through the created tunnel.

7. Focus on system security

After the second step of the kill chain shown in Figure 15, an attacker was able to alter some parts of the topology. The attacker can then try to alter the functioning of the entire system.
7.1. Sinkhole attacks

A sinkhole attack consists of creating a centralised point from a malicious node and luring all traffic from a particular area. Furthermore, all devices from this area must communicate through this malicious device. This attack makes it possible to perform many other attacks, such as selective forwarding.

To make the malicious device the centralised point for all other nodes, it must be seen as a good choice by respecting the routing algorithm. Depending on the algorithm used, the criteria to be an attractive node may differ. But a high-quality route and low-latency transmission are two points that allow it to become the central point of all communication. A perfect way to reach this aim is to spoof or replay an advertisement for a high-quality route to another device.

This attack is easy to implement in an RPL network [82] because of its particular architecture in the DODAG form. The attacker can intercept a DIO control message and change the advertised rank contained inside. The rank field identifies the position of the router inside the graph. Moreover, the attacker can remove the delay usually used to reduce network congestion. These two modifications increase the reputation of the malicious node, and force the other devices to send their traffic through this node.

7.2. Selective-forwarding attacks

A selective-forwarding attack takes place in networks with the assumption that any active nodes are faithful when they forward packets. The selective-forwarding attack consists of allowing only wanted traffic to move through malicious nodes. The remaining packets are dropped, ensuring that they are not propagated.

There are two methods of implementing this attack. The first method is to use malicious nodes, becoming a black hole and forcing them to refuse to forward every packet. However, this behaviour may lead legitimate nodes to seek another route to send their packets. Hence, the second, more effective method consists of not dropping every packet but choosing only those the attacker wants to forward.

This attack, when applied against RPL [82], consists of letting the malicious nodes drop all packets except packets relative to the protocol. Hence, the attack insists that only packets destined for the malicious node or containing RPL information are not dropped. In this way, the protocol works normally, but application data can be lost. The RPL self-healing and self-management mechanisms cannot correct the malicious behaviour even after running for 24 hours [82].

Figure 18: Summary of the generic approach to describe fundamental security issues of IoT networks.

8. Discussion

In this section, we discuss the lessons we learned from our approach to describe fundamental security issues of IoT networks and identify several initiatives for future work, which may improve the security of IoT networks.

8.1. Approach to describe fundamental security issues of IoT networks: lessons learned

Figure 18 outlines the approach we used to describe the security issues of IoT protocols. From this approach, we pinpointed two challenges we tackled in this survey.

The first challenge concerned the generic approach to compare different IoT stacks. From this challenge, we highlighted the difficulty of identifying common criteria and defining an abstract structure to efficiently compare different IoT protocol stacks. The significant related work presented in Section 1.3 emphasises the difficulty to characterize IoT protocol stacks generically. Depending on the area of activity, usages and applications, the characteristics and the specificities of IoT protocol stacks differ [99].
For instance, the Sigfox protocol, mainly used for wide-area communications with low data-rate, uses a DBPSK modulation for uplink and operates on the 868 MHz band, whereas the BLE protocol, used for short-range communications with high data-rate, uses a GFSK modulation and operates on the 2.4 GHz band. The availability of the documentation and specifications of every protocol is variable and accentuates the difficulty to provide a common approach to compare them. We tackled this challenge with the proposition of a generic IoT stack and five comparison criteria, which are used to present and analyse different IoT protocol stacks in a similar formalism. This proposition captures the fundamental characteristics of the IoT paradigm and, as such, should be able to capture future IoT protocols: we would need to classify these novel protocols according to the proposed criteria and, as our generic stack divides the protocols into fundamental IoT applications layers, we should be able to map future (versions of) protocols onto this stack.

The second challenge addressed the generic approach to describing IoT attacks. As described throughout this paper, published attacks against IoT protocols are always protocol-specific. We can explain this result with multiple points of view. The multitude of protocols makes the analysis of each attack against every protocols hard and tedious. Furthermore, regarding the protocol, the condition to realize the attacks could be hard or even impossible to reproduce in practice. For instance, two devices are required to perform a MITM attack in BLE, whereas an infrastructure must be deployed to ensure that Zigbee devices can communicate to finally perform the MITM attack. This constraint makes the generic analysis of attacks complicated. Finally, the availability and the accessibility of details about the security mechanisms differ with every IoT protocol stack, making the generic analysis of attacks hard for every IoT protocols stacks. We tackled this challenge with a killchain divided into three parts: attacks focusing on packets, attacks focusing on protocols and attacks focusing on systems. We were able to analyse each attack in relation to the formalism proposed for the generic IoT stack. Hence, we were able to inventory similar attacks on different protocols, link them, estimate which attacks could be similarly done against another protocol and which protocols were inherently resistant to specific attacks. In the event of a novel attack against a given protocol, we should be able to classify it in the killchain (packets, protocols, systems), identify whether it is an adaptation of an attack against another protocol or a fundamentally innovative one and, if it is an innovative one, analyse whether it could be used against other IoT protocols. Moreover, when new IoT protocols will arrive, once they are analysed through the lens proposed in the first part (comparison criteria, generic stack), we should be able to rapidly evaluate which vulnerabilities exist or, to the contrary, are mitigated.

8.2. Perspectives to improve the security of IoT networks

We can exhibit some root causes to these security problems. First, although protocol stacks evolve, commercial imperatives imply that they must keep some compatibility with already-deployed objects, which causes legacy security limitations [100, 101]. This problem may be mitigated by isolating parts of the system or by promoting open-source software or hardware, which usually carries fewer legacy requirements [102, 103], allowing old objects to be upgraded. Second, objects often cannot be
upgraded [104], and for those that can vendors usually provide inadequate security policy upgrades [105] (which either are provided too rarely or are not provided for enough time, considering the expected duration of these objects). We strongly believe that IoT vendors need to foster communication with security researchers, rather than trying to mute them. These collaborations can lead to open specifications and collaborative bug bounties [106]. Third, commercial pressure puts usability before security [107], and any actor who would like to change this process would probably face lower sales than those of its competitors. A penetration testing approach [108] may yield exciting results by emphasising, for a given deployment, security measures that should not be ignored. Finally, despite providing similar functionalities, there are too many heterogeneous protocols. Security researchers and operator endeavours are thus scattered amongst systems, instead of unifying their forces. We need a common framework to mutualise security efforts and facilitate exchange amongst communities working on different protocols.

Starting from this work, we identify that a new method might be defined to ensure the same security mechanisms regardless of the protocol stack used. Defining this new method raises several new interesting research and methodological points:

• **Identifying common security criteria** by drawing up a list of security features amongst all protocols to establish a global base that could be applied for each protocol stack. Existing works [109, 110, 111] provide classifications and taxonomies of security features that could be applied generically. However, these works are focused on a specific aspect or a specific application of the IoT and not on IoT protocol stacks. These works may be worth to be pursued to provide a taxonomy of security criteria suitable for every IoT protocol stacks.

• **Harmonising security mechanisms** by finding a solution to apply them regardless of the protocol stack used. A solution may be to define a certification that each protocol must apply [112, 113]. This certification, relying on common security criteria, should be generic enough to suit the maximum IoT protocol stacks and cover the largest field of applications. We could imagine another solution, such as a framework [114] that identifies which security mechanisms must be applied according to the application domain targeted.

• **Ensuring a constant security level**, even if protocol stacks and deployments evolve. IoT environments are indeed much more subject to evolutions in time and space [115, 116]. It means - in time - guaranteeing a regular follow-up of every version deployed for a protocol to ensure the same level of security. Systematic security regression testings need to be defined and need to also evolve with new IoT protocols. They should, for instance, avoid compatibility issues opening security breaches from two different versions of the same protocol. Or they should, for instance, avoid two different protocols known to be individually safe, but opening a security breach when combined. It also means - in space - to be able to correlate a physical area and a security level. Deploying a new IoT device, a crash or misbehaviour of a device, should affect the security level and be considered as a potential intrusion. Automatic analysis of the device traffic should be able to dynamically qualify the level of security of the overall deployed
IoT architecture. IoT environments require intrinsic flexibility to easily deploy anything, anywhere, anytime, but raise this new challenge to define new flexible security frontiers and guarantees in space and time.

Tomorrow’s IoT will be multiprotocol, mixing various complementary systems deployed at different moments, and will have to deal with both the legacy of a common protocol and a range of different protocols. Analysis on the scale of a unique protocol will no longer be pertinent.

9. Conclusion

This survey aims to detail the many challenges to the security of IoT. We define a generic approach to compare major IoT protocol stacks, using a generic stack based on the OSI model. We base our comparison on five criteria: range, openness, interoperability, network architecture and security practices. We also suggest a kill chain against IoT networks, with multiple attacks that are not specific to a given protocol. Finally, we propose a comprehensive, structured and generic study of IoT security issues.
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