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Abstract. The base motivation of Mobile Cloud Computing was em-
powering mobile devices by application o oading onto powerful cloud
resources. However, this goal can’t entirely be reached because of the
high o oading cost imposed by the long physical distance between the
mobile device and the cloud. To address this issue, we propose an ap-
plication o oading onto a nearby mobile cloud composed of the mobile
devices in the vicinity - a Spontaneous Proximity Cloud. We introduce
our proposed dynamic, ant-inspired, bi-objective o oading middleware
- ACOMMA, and explain its extension to perform a close mobile ap-
plication o oading. With the learning-based o oading decision-making
process of ACOMMA, combined to the collaborative resource sharing,
the mobile devices can cooperate for decision cache sharing. We evaluate
the performance of ACOMMA in collaborative mode with real bench-
marks - Face Recognition and Monte-Carlo algorithms - and achieve
50% execution time gain.

Key words: Mobile Cloud Computing, Spontaneous Proximity Cloud,
Collaborative Application O oading, Resource Sharing, Decision Cache,
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1 Introduction

Mobile Cloud Computing is the emerging paradigm of recent decades that fo-
cuses on overcoming the inherent shortages of mobile devices regarding process-
ing power, memory and battery via application o oading, by total or partial
execution of mobile applications on a distant cloud. Hence, the application of-
oading might not always be helpful because of the long physical distance be-
tween the mobile device and the cloud. The concept of the cloudlet [14] has been
raised to response to this issue of distance. The cloudlet is a prede ned cloud
in proximity that consists of some static stations and is generally installed in
public domains, but with no guaranty of availability near a mobile device.
As a solution to this cloud distance problem, we propose to o oad appli-
cation onto a Spontaneous Proximity Cloud (SPC) - a cloud in the proximity
of the mobile device, composed of a set of mobile devices in the vicinity. This
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SPC is a collaborative group of moving devices in proximity with members that
occasionally join and leave.

The short distance between the mobile device and the SPC overcomes the
issue of latency in data transfer to distant clouds, especially in high network
tra c conditions. O oading onto SPC could also prevent imposing bandwidth
allocation overhead onto a communication network that experiences a shortage of
capacities, due to the continuous tra c growth. Besides, the energy consumption
of a 3G cellular data interface, associated with the cloud, is 3 to 5 times much
higher than WiFi transmissions, used between mobile devices [4][10]. Another
motivating factor to use SPC is the popularity of mobile devices. Inadequate
network coverage, natural or man-made disasters may damage the data centres
and signi cant technical failures - such as experimented by Amazon cloud [I]
- can make remote clouds temporarily unavailable. While, because of the in-
creasing number of mobile devices and the wide frequency of use - per user or
household [2] - a mobile device presents a great chance to be surrounded by a
group of mobile devices. Finally, the use of SPC is a perfect incentive for green
computing, with individual devices powered under the user responsibility that
can use human body kinetic energy harvesting or solar panels [I].

We found all these factors motivating enough to design and implement
ACOMMA, an Ant-inspired Collaborative O oading Middleware for Mobile
Applications, that performs o oading on either distant cloud or SPC. ACOMMA
is an automated o oading middleware that takes o oading decisions dynam-
ically by applying an ant-inspired bi-objective decision-making algorithm. The
details of o oading onto distant cloud are already explained and evaluated in
our previous article [8]. In this paper, we demonstrate that taking a decision in
a mobile device can bene t to all the other mobile devices in the vicinity and so
better the application execution performances. We create a decision cache com-
posed of the execution trails of mobile applications and, by using learning-based
decision-making algorithm, ACOMMA could reuse previous o oading decisions
instead of running its Ant Colony Optimization (ACO) decision-making algo-
rithm.

In this paper, we focus on the extension of ACOMMA in a way that it
can be able to perform o oading in a collaborative manner. In collaborative
o0 oading, instead of communicating with a distant cloud, the mobile device
cooperates with SPC’s members, for either resource or data sharing. Our main
contributions consist of:

{ Developing a decision-making process performing multi-destination o oading.
To this end, we need to modify the ACO algorithm to take potential o oading
decisions to remote clouds as well as mobile devices in the SPC, without any
lock-in considerations to the number of devices. In this case, the mobile devices
collaborate for resource sharing.

{ Developing a learned-based decision-making process to use the collaborative
decision cache instead of the local cache. In this case, the mobile devices col-
laborate for data sharing. They share their local caches to create a richer
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collaborative cache that permits more e cient and relevant o oading deci-
sions.

The remainder of the paper is structured as follows: Section 2 discusses the
existing o oading approaches. Section 3 explains the architecture of our pro-
posed 0 oading middleware - ACOMMA. Section 4 and 5 show how ACOMMA
is enhanced to make mobile devices collaborate for resource and cache sharing.
Section 6 evaluates our o oading middleware under a range of scenarios and
using di erent benchmarks. Finally, Section 7 provides a summary, conclusion
and outline of future work.

2 Related work

Recently, delegating total or partial application execution to more powerful ma-
chines instead of local devices - known as application o oading - has attracted
attention to overcome resource limitations and to save the battery of mobile
devices. A signi cant amount of researches has been performed in this domain
to propose solutions to bring the cloud to the vicinity of the mobile device

MAUI [4] and ThinkAir [9] are the most prominent works in this domain.
They are focusing on optimising energy consumption or execution time using lin-
ear programming. They use the virtual machine migration techniques to execute
application methods onto the cloud. However, these virtualized environments are
heavy for limited mobile devices. CloneCloud[3] is a lighter approach since it cuts
the application into two thread level partitions using linear programming, with
only one of them o oaded onto the cloud. Some approaches perform o oad-
ing onto a closer surrogate, a cloudlet [14], that is composed of static stations.
However, a cloudlet does not necessarily exist near a mobile device.

Few studies focused on the use of adjacent mobile devices as 0 oading surro-
gates. Transient cloud[13] uses the collective capabilities of nearby devices in an
ad-hoc network to meet the needs of the mobile device. A modi ed Hungarian
method is applied as an assignment algorithm to assign tasks to devices that are
to be run according to their abilities. The execution of each task by any device
imposes some cost, and the assignment algorithm aims to nd the minimum total
cost assignment. To that end, [L3] has proposed a dynamic cost adjustment to
balance the tasks based on costs between devices. Miluzzo et al. [10] proposed an
architecture named mCloud that runs resource-intensive applications on collec-
tions of cooperating mobile devices and discuss its advantages. Kassahun et al. [I]
have gone one step further and formulated a decision algorithm for global adap-
tive o oading. They implemented the program components on mobile devices
set to optimise Time to Failure (TTF) while taking into account the limitations
of the e ectiveness of the program. Having highlighted the bene ts of collabo-
ration for mobile task o oading, Mtibaa et al. also implemented computational
0 oading schemes to maximise the longevity of mobile devices[11][12].
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3 The general architecture of ACOMMA

The proposed architecture of ACOMMA makes application o oading possible
onto remote clouds and SPC as a single or multiple destination 0 oading process.
The building blocks of ACOMMA are illustrated in Figure [T}

ACOMMA considers a mobile application as a dependency graph, where
the nodes represent the function/method calls of the application and the edges
are their dependency in terms of function/method invocations. The o oad-
ing decision-making process partitions this call graph to de ne which func-
tion/method should be executed locally - on the mobile device, near-remotely -
on a device of the SPC, or far-remotely - on the distant cloud.
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Fig. 1. The general architecture and building blocks of ACOMMA

The o oading middleware is composed of a group of services to o oad this
application. The O oading Manager is in charge of taking o oading decisions
using (1) an Ant Colony Optimization algorithm for the initial decision-making
or (2) String matching algorithm for learning-based decision-making. In the
learning-based mode, the decision-making relies on previous application exe-
cution traces, saved in a local or collaborative decision cache. Coming to the
collaborative mode, the Collaboration Service takes the responsibility of o oad-
ing onto SPC with the help of O oading Manager. The Collaboration Service
makes nearby devices collaborate using the neighbours’ information prepared
by the Discovery Service. This service nds the nearby devices and saves their
address and information. To perform a dynamic o oading considering the cur-
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rent state of mobile devices, ACOMMA needs to be aware of current conditions
and requirements. The mobile devices’ information, such as the available bat-
tery and memory, and their environment such as the available networks, the
available bandwidth, as well as cloud kind and theirs costs, are collected by
Context Monitoring Service. This contextual information helps ACOMMA to
choose in-between the SPC or the remote clouds.

4 Collaborative resource sharing in application o oading

As mentioned before, the decision-making process of ACOMMA is based on
the application call graph partitioning. To perform o oading onto SPC, the
decision engine breaks apart the application into several parts - instead of two
in traditional partitioning approaches, where each part represents an executing
device. For example, Figure [2] shows the partitioning for o oading onto three
nearby devices, where nodes a, ¢, f execute locally, node b executes on device A,
node e and g execute on device B and nally mobile device C executes node d.

Fig. 2. Application partitioning for multi destination o oading

To perform such a graph partitioning for multi-destination o oading, the
ACOMMA collaboration service modi es the application call graph in a way
that for each method, several nodes are added to the graph, depending on the
number of potential executing devices, one for each device. The modi cation
process of the call graph is shown in the Figure [3|

The original graph is composed of three nodes, where the start and end nodes
(node 1 and 3) have to execute locally. Assuming that there are two devices in
SPC in addition to the current mobile device, the node 2 is then duplicated two
times - as often as the number of possible execution targets. The ACOMMA
decision engine partitions the graph using an ACO algorithm that nds the
shortest path between the start and end points of the graph. The choice of the

rst path shows the local execution of method 2 on device A, where the choice
of the second and the third path represents the execution of method 2 on device
B and device C respectively.



Fig. 3. Call graph modi cation for multi destination o oading

Finding shortest path is done according to weights assigned to the edges of the
graph. Since the di erent devices can have di erent optimisation goals, to reach a
consensus in the objective function, we apply a multi-objective decision-making
process - illustrated by a bi-objective decision-making with the execution cost of
the related method regarding CPU usage and execution time.To take dynamic
o0 oading decisions based on the current state, the shortest path is calculated
for each function/method call in the total graph.

5 Collaborative decision cache sharing

Learning is one of the primary functions of dynamic systems - such as in sensor
networks and mobile networks. It is mainly used for the establishment of a
relevant situation and the adaptations to the environment. In existing SPC,
the learning process stays local. We argue that, when a mobile device takes a
decision, this decision could bene t to the other devices nearby.

To distribute the local decisions, we rely on a sharing decision cache. The
sharing decision cache between nearby devices makes collaborative decisions pos-
sible. In this learning-based decision-making process, the mobile devices in the
same state and environmental conditions could perform o oading in the same
way as their neighbours. Moreover, even if the execution conditions are not ex-
actly the same, in case of common applications, the decision is relevant enough.

To take collaborative decisions, the collaborative cache is created by merging
local cache of nearby devices. They could receive and send respecting di erent
dissemination, merging and invalidating policies. For receiving neighbour’s local
decisions, we propose on-demand, periodical and on-change policies. Using an
on-demand method, a mobile device broadcasts a cache request to the nearby
devices whenever needed. In the periodic method, each mobile device periodi-
cally sends their decision caches to their neighbours without any concerns about
their requirement. Also, in the on-change method, the source device sends its
decision cache whenever it is modi ed either by adding a new execution trail or
deleting old ones. The merge could be done simply by adding the new executing
trail at the end of the local cache. Alternatively, another way is to implement a
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collaborative cache with unique rows by deleting the duplicate traces. Creating
a weighted cache is also an implementation available. The weight of each execut-
ing trace corresponds to the number of decisions already taken - implying that
an already optimisation decision have more chance to be reselected. As cache
invalidation policies, we propose periodic and on-change methods. While the of-
oading decisions highly depend on the current status of the mobile device itself
and its environment, the cache could reset when these conditions change.
Applying di erent combinations of these policies for cache management may
greatly impact the performance of ACOMMA for o oading using collaborative
decision-making.

6 Implementation and evaluations

6.1 Benchmark applications and experimental platform

To evaluate the performance of ACOMMA, we rst test micro-benchmarks math-
ematical functions: Matrix determinant and Integral - consuming enough re-
sources to make o oading valuable. Their small number of methods helps us to
trace function call executions accurately. To be closer to real applications, we
also implement macro-benchmarks with popular o oading applications of Chess
and Face Recognition including Monte Carlo and Eigenfaces algorithms [5].

As mobile devices, we use Samsung Galaxy Sl with 1,2 GHz dual-core pro-
cessor and 2GB of memory running Android version 4.1.2 (Jelly Bean) and Asus
Google Nexus 7 pad with quad-core 1.2 GHz processor and 1GB of memory
running Android version 5.1.1 (Lollipop). To successfully validate collaborative
o oading of ACOMMA using SPC, we need to show that ACOMMA can de-
tect the SPC and correctly dispatch the methods of running application between
detected nearby devices according to their processing power.

6.2 Results

To evaluate the e ciency of o oading onto the SPC, we apply a scenario where
a Galaxy Sl makes o oading onto an SPC that consists in 2 Galaxy SlII and
3 Google Nexus 7 pads. We compare the performance of o oading onto this
SPC with o oading onto a MacBook Pro with 8 GB of memory, a 250 GB hard
disk and a 2,53 GHz Intel processor dual-core as a remote server. This server
has OS X 10.9.5 Mavericks as operating system. The result shows that the local
execution is rather slow - 1200ms for the Monte Carlo application, and o oading
onto the MacBook presents a signi cant gain in terms of execution time - 60-
70ms [8]. O oading to the SPC - less powerful than a remote cloud, but with a
better latency - results in a less e cient execution time - 100ms, but interesting
enough to test the bene t of a collaborative cache.

Coming to the evaluation of dispatching onto SPC, we ran Determinant and
Integral 10 times with a SPC composed of four devices in addition to the source



(a) Integral o oading (b) Determinant o oading

Fig. 4. Successful method o oading rate(%)

device. In this scenario, D1, D2, D3 - Google Nexus pads - and D4 - Samsung
Galaxy SlI - are 0 oading destination devices.

Figures a) and b) show the percentage of successful o oading for each
application method. Considering the four methods of Integral benchmark, the
method D is never o oaded. Considering the ve methods of Determinant,
method B and method C were always executed locally. These are the methods
that consume a negligible amount of resources, when o oading them impose
more cost to the system compared to their local execution.
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30%
20%
10%
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(a) Integral (b) Determinant

Fig. 5. Contribution of devices to execute 0 oaded methods(%)

Figures a) and b) shows the o oading proportion and the contribution
of each device to the o oading process. As expected, in most of the cases the
device D4 has the lighter portion of execution as it is the less powerful device. The
devices D1, D2 and D3 that have the same hardware characteristics, have almost
the same execution contribution, even if their loads are not exactly equal. These
results show that ACOMMA is really context- and application-aware to make
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multi-destination o oading and to dispatch the application methods between
SPC’s members correctly.

To evaluate the sharing bene ts, we compare the execution time of the dif-
ferent benchmarks between ACO and string matching based on a local cache [8]
and the collaborative cache. We evaluate the decision-making based on the col-
laborative cache with an on-changed dissemination policy, and a unique weighted
cache merge policy (the invalidating policy has been shown to have a neglectable
impact on results [8]). We run Determinant, Integral, Face detection and Monte-
Carlo 10 times for two series of inputs on Galaxy Sll. First, the ACO algorithm
0 oads and populates the local cache with maximum 10 rows. Secondly, when
the source device has nished its executions, we run the same application on des-
tination devices while making the o oading decision using collaborative cache
and a string matching algorithm.

Fig. 6. Learned based o oading using local and collaborative cache

The results in Figure [6] show that learning-based decision-making using a
collaborative cache is more e cient than using a local cache. The gain in terms of
execution time depends on the graph size. Small applications - Determinant and
Integral - presents 30-40% gain (10ms) and more complex ones - Face Recognition
and Monte Carlo - up to 60% (35ms).

7 Conclusion and future work

In this work, we propose the Spontaneous Proximity Cloud concept to o oad
applications onto mobile devices in the vicinity. We enriched our ant-inspired
bi-objective 0 oading middleware, ACOMMA, with a learning-based decision-
making using a collaborative resource and data cache sharing. We evaluate the
performance of ACOMMA in collaborative mode with real benchmarks - Face
Recognition and Monte-Carlo algorithms - and achieve 50% execution time gain.
Several issues need further work. Testing the robustness and the scalability of the
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0 oading to the mobility and connection interferences is a major one. A balance
between the caching cost - storage and network - and the better decision to take
has to be carefully studied.
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