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Abstract—We study the impact of using a virtual machine This Radio Virtual Machine concepRyM) has been pro-
for the configuration of radio physical layer protocols on a eal  posed in various works[]2] ]3], we have presentedn [4] our
hardware platform: the Magali chip. The virtual machine is 1, 55053] that includes a specific mechanism for the virtual
programmed in software on the ARM processor present on the . . .
platform. We evaluate the additional cost of the virtual madine maCh'ne to aCt. on the Slgnql processing data'Stre_am' An
layer on the effective implementation of telecommunicatin important question-mark remains over the overhead induced
physical layer protocols. The results, obtained using the imed by the use of a virtual machine for waveform configuration.
SystemCVHDL cycle accurate simulator of the Magali platform,  This overhead can be measured in terms of additional haedwar
show that, although the proof of concept is valid and functioal,  ;ompjexity and/or additional software complexity whickeitf
extra optimizations, such as additionnal hardware mecharims, g . . . .
will be necessary to obtain real-time performance. can be divided into run-time performance an_d compile time
issues (e.g., memory used). We propose in the paper to
evaluate the practical impact of the use of a virtual machine
. INTRODUCTION on an existing platform: the Leti Magali chipl[5].
In this work, we investigate a proof of concept to implement
Software defined radio is now foreseen as the next te@soﬂware RVM: we reuse an existingDR p|atform without
nological shift that will drive commercial success for nevany additional dedicated hardware. Given an existing harew
mobile embedded systems. Automatic and dynamic adaptatflatform able to execute different waveform programs, such
to the strongest (or cheapest) radio protocol as well asa§ilols Magali, we provide answers to the following questions:
minimization of energy consumption over a set of mobilgow much does it cost to add a software virtual machine on
nodes may be reached only with the availability of softwargis platform? Will the obtainegvm respect real timing con-
reconfiguration of the protocol physical layer. straints of 3G telecommunication protocols? Our experisien
Following the pioneering work of Mitolal[1], softwarehave been done with a port of the Lua virtual machine on the
defined radio ¢DR) has been “de facto” defined as the abilitya\rm processor present on Magali. These experiments show
to programthe physical layer of the radio protocol used fothat our softwarevm implementation is approximately 2 to 6
wireless communication. This does not mean, of course, thiahes slower than native implementation which tends to rov
the protocol is fully realized in software. High bandwidthhat the overhead introduced can be managed and that more
telecommunication protocols require hardware comporfents optimizedvm should be used and investigated.
a real-time implementation. However, the same hardware comThe paper is organized as follows: an overview of existing
ponents (e.g., & T component) are used in several differenépr platforms is presented in secti@d [l. OrvM proposal
protocols with different parameters. What must be done ig then rapidly recalled in sectidiill. Secti@@IV introdisc
software is theconfigurationand control of these hardware the Magali platform. Implementation choices are then disdai
components. in section[Y, and sectiof VI describes the experimentastest
As soon as &DR platform is programmable, its programgealized in order to evaluate ogwm implementation. Finally,
(sometimes calledvaveform programsshould beeasyto section[VIl presents our conclusions.
develop andreusable The reasons for that are that pro-
grammability very quickly leads to intractable complexatyd
time-consuming debugging process afiglthe vast quantity  sSDR offers faster time to market and shortens development
of hardware mobile platforms makes it impossible to develayycle of new products. Due to these economic issgeR
one waveform program per hardware platform. This is thechnologies have shown quick advancements during the last
basic motivation for the use of a virtual machine DR a few years. An important number ebR platforms with various
dedicated virtual machine available on each hardwaregfatf architectures have been proposed both by academic research
would be a solution to the “program once run everywherddboratories and by commercial companies. In the following
ideal scheme for waveform programs. we briefly present a representative samplingbR platforms.

II. EXISTING SDRPLATFORMS



A. DSP-centric platforms I1l. RADIO VIRTUAL MACHINE PROPOSAL

SDR platforms allowing to implement full-software sig- The execution model we propose for our virtual machine
nal processing modules are highly flexible. Many companié®plementation is meant to deal with configuration and auintr
(Sandbridgél6], picoChip, Fujitsu, Icera, Infineon, NXR;.g of a SDR platform. This is an abstraction of the architecture on
proposebspP-centric integrated circuits fagDR. Some typical which will run the streaming computation needed for #DR
examples are: platform. This model has been previously describedlin [4],
1] processor from picoChip: This chip has aﬁmd its adequacy with the description of telecommunication

o picoArray [ . ; . .
waveforms has been shown. This section sums up its main

architecture which integrates hundreds of sroalbs. Pi- >
coArray can be programmed AnsI C within a dedicated characteristics. ) i ]

development environment. It offers a high performance of [N 0ur case, the execution model is a set of IPs intercon-
200GIPS and 30GMAC/s at 160MHz. Associated withected by an efficient communication mechanism. These IPs
some accelerator IPsKT, Turbocodes, etc.) it is capableC@n be software or hardware blocks (we detail this below),

of implementing a complete software-defined wcpmAhey are reconfigurable and can accept runtime parameters.
modem. On behalf of the processing IPs that will take part of thewadi

X-GOLD™sDR 20 from Infineon technologies is a pro_protocol stream processing, one of these IPs must implement

grammable baseband processor for Multi-Standard c@jParticular controller (in our case it is the virtual ma)in

Phones. Infineon provides a hardware/software solutigfid ¢an be a dedicated component or implemented as general

that permits to support GSM, GPRS, EDGE, W-CDMAPUrPOSe processor as it is the case in the present prototype.

HSDPA. HSUPA. LTE 802.1,1a/b/g/}1 DVB-:r/H proto-, The platform reconfiguration management using a virtual

cols. This platform also includes hardware acceleratof@chine can preserve genericity of implantation until dt |

for resource consuming computations. moment: downloading the bytecode program on the device.
. EVP(Embedded Vector Processd) [8] from NXP (ownef"C€ the bytecode is downloaded to the targew several

by ST-Ericsson): this architecture is able to support mulfuntime steps still need to be done.

mode LTE with full compliance to the current draft of e Allocation and resource sharing can and should be asso-

revision 8 of the 3GPP standard. ciated with the virtual machine to increase the portability
of the code and go through the mechanism of operators
B. Heterogeneous Platforms virtualization.

) ) « Just in time compilation techniques can be used on the
These platforms are mainly composed of dedicated hard- configuration bytecode to increase the virtual machine

ware processing units. At least one CPU is usually required efficiency and make use of the the platform specific
for the platform to control hardware operators. Experiment optimization opportunities.
platforms contain one or multiple FPGAs in order to make . .

These steps are not discussed here. In this paper, we place

possible the implementation of newly designed algorithifos. rselves in the case where the allocation of resources may

a lesser extent, DSPs are used to implement standard spegfﬁc ) e .
. o . , . : . € made by simple association between the blocks available
functionalities which doesn’t require high computatiopat-

f on. the system composed of the hardware IP and the virtual
ormance. Here are some example of heterogeneous platforms ~, -
machine process.

« Small Form Factor §FF) SDR Development Platform  cajculations used in the computation stream can be instan-
from Lyrtech: it embeds on®sp and oneFPGA for tiated by hardware or software. The hardware blocks are seen
baseband processing, connected to a RF front-end.a4 hardware accelerators for the computations. The saftwar
dedicated development environment is also provided. pjocks can be instantiated on general purpose processse, D

« Universal Software Radio PeripheralgRp): is a hard- o in our casewithin the virtual machine itselfThis process
ware platform designed for thenu Radio projectl[B]. s an important component for a configurable virtual machine
This platform have to be connected to a PC platforfy spr platforms.
throughusg interface (Control and 1/Q samples transfer). From a functional point of view, communication manage-

« Kansas University Agile RadiocUAR) platform [10]: is  ment among IPs is achieved using First-In-First-Out (FIFO)
a low cost experimentapR platform including a 1.4GHz ¢cpannels. These communications are either performed by the
Pentium M with 1GB RAM and a Xilinx VirtexPGA  nardware IPs themselves or, in case of software IPs, by
A gigabit Ethernet aneéCl-express links are provided for pyas. In both cases, our model uses simple communication
connection to host computer. patterns (point-to-point, with a known number of data). §he

It is worth mentioning that an important number o6 components configured by the virtual machine and interact

centric platforms can be found in the literature. They offigh  with it through interrupts in addition to data transferred t
flexibility but are limited in terms of performance (computaand from memory blocks.

tion speed and energy consumption) compared to platformgOur RvM does not make any strong assumptions about how
with dedicated hardware accelerators. We also notice thatha platform should implement the communications. Howgver
centralized CPU is always present for platform control. data integrity during transfers between modules or blockstm



be guaranteed by the platform. The absence of communicat@onfiguration Controller ¢cc) [I3], called cc on figure[d.
deadlocks among blocks must be ensured at compile timeTdre ccc is responsible for optimizing dataflow communi-
during bytecode validation into them. Once configured the cation on the chip. Hence, programming an application on
IPs should be able to receive their data without interventidvlagali consists in configuring these controllers so thay the
of the virtual machine. may start and control data input flows, core computation and
data output flows for each component of the platform. For
performances purpose, thecc is able to manage complex

This section gives an overview of the Magali chip, whiclonfiguration sequences where the component receives and
has been used as proof-of-concept platform to evaluate §igds data from/to several other components and processes
performances of our radio virtual machine. A synoptic d&r gifferent computations. This complex configuration seaesn
of the chip is shown on figurd 1. reduce the amount of work of therm core and prevents
communication bottleneck at its NoC interface.

The choice of Magali as a test case for our radio vir-
tual machine relies on several criteria. Firstly, it is apchi
that addresses state-of-the-art telecommunication atdad
with dedicated optimized IPs, and therefore it has sufficien
computation performances and power efficiency to address
realistic SDR challenges. Secondly, using such a heteroge-
neous platform is a way to evaluate orvM programming
model against several families of computing components wit
variable configurability and programmability features.olir
model is able to deal with this chip it is obviously able
to handle homogeneous platforms such esP-only ones.
Another advantage of the chip is that them processor makes
it possible to prototype software calculations that havé no
been included in optimized IPs. This is useful to evaluate
the possibility for the platform to cope with new emerging
standards, which is a key conceptsbr. Finally, the design

Magali is a system-on-chip which targets the physicanvironment provided with Magali gathers all the necessary
and MAC layer processing of advanced telecommunicatiapols to efficiently prototype thevm: embeddedkToSs ARM
applications such asGPP-LTE or IEEES02.16e (WiMax)[[5]. 1ss, high level model in SystemC for quick simulation, and
It is based on a 2D-mesh asynchronous network-on-chdp evaluation board for experiments in real conditions.

(NoC) [11] made of 5-port routers interconnected to eackroth
by bidirectional links. Each computing unit is connected to
one port of a router. There are several kinds of computing
units in Magali: IPspsSP, DMA, etc. We review them in next
paragraph, in the rest of the paper we refer to a computirtg u
as acomponentA magalicomponenmight be a hardware IP
or (e.g.FFT) a software program on asp.

IV. PROOF OFCONCEPTPLATFORM
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Fig. 1. Magali system-on-chip

V. IMPLEMENTATION CHOICES

The RVM concept is essentially a domain specific virtual
machine. In order to have rapidlyrvM prototype we chose

¥ not start from scratch. Instead, we have conducted a
preliminary study on the existingms taking into account a

tation (©OFDM components which includerT/iFFT, LDPC and : . . :
Turbocodes coding/decoding blocks, bit processing bl,ockChlp' In the following paragraphs we summarize our technica

: . o fhplementation choices.
etc.). They offer a certain degree of configurability to abdr P
the diversity of targeted applications (e.GrT §ize, OFDM A Choice of a Virtual Machine
frame format, etc.). The Smart Memory Enginevg) [L2] ] ) _ )
and the Mephisto blocks are specialized programmable com¥Ve consider that a relevant candidate virtual machine for
ponents: thesME is a programmableMa that is able to OUr experiment should meet a set of criteria:

select and reorder data, whereas the Mephistovisi& DSP
used to address specific telecom functions that involvelyigh
flexible computations (channel estimatiomjMo decoding,
etc.). Finally anARM11761zFS processor core brings the
programmability needed for high-level control am@dc pro-
cessing. It is also responsible for configuring and coritrgll
all other computation units in Magali.

In the Magali chip, every functional unit is connected to its
router through a hardware block called Communication and

« Open source and available for a large set of classical
embedded processors (or at least easy to port using a
classical C compiler). For our tests amm11 version
was needed.
Small memory
(“lightweight”).
Well documented, and possibly with an active develop-
ment community, in case of needs for important modifi-
cations of thevm core.

footprint and high performance



« Easily extensible, at least through interfacing with li- As mentionned before, components are reconfigurable (pa-
braries developed in nativeru bytecode. rameterizable) in order to be used by different protocols.
After a comparative study of a large listwk1s we identified The RVM_CONFIGURE primitive is applied on a component
a short list of candidatems to be extended t®vm (see HANDLE. it sends a configuration to dedicated memory slots
tablel). available on the Magali components. In the case of a software
component, we implemented this primitive by loading the
TABLE | module bytecode into them memory.
RVM CANDIDATES SDR requires fast dynamic reconfigurations of the in-
terconnections between the platform units. Connecting two

=
z = nl=s § . components, generally requires to configure communication
o . . . .
< % £ |8 % © % % < controllers present in the hardware processing units ¢inget
o . .
3lz|a|a |2|38|E |22 DSPCPU registers to get/put data from/to a particular memory
small memory| x | x X | X | x| x| xX]X address (e.g. when using shared memory). We implemented
gitr;?];r?bal‘gce e XX x| X the RVM_CONNECT primitive using communication configura-
lightweight X X T x T x | x X T x tion driver functionalities. In the case of HW blocks, it sists
documented | x X | x | x | X in configuring both source and destination componerts

controllers (described in sectignllV).
Finally, RvM is able to configure a computing unitto send an

) i ' - interrupt when it finishes its processing. To synchroniz-pl
of Java libraries) are good candidates to be extendedit0 ¢, |Ps configurationsgvm executes ®M_WAIT primitive

especially when currencpus could incorporate dedicatedyng wajts until it receives a notification from the configured

coprocessors for the native execution of Java bytecode (§it. In our case, this mechanism has been implemented using

Jazelle feature iMRM processors). . ECOs interrupt management low level primitives.
However, we have selected the Lua mainly because of

its design principles: it is built to be fast, lightweightcheasily VI. EXPERIMENTS AND RESULTS
extensible (could define a domain specific language). More-In this section we present the experiments we have realized
over, we are experienced in development with Lua languageorder:) to functionally validate the&vm concept ands) to

Squawk or other tiny Javams (implementing a little part

and its internal functionalities. study the real time behaviour of our specific implementation
_ on the Magali chip. We deduce from experimental results
B. RVM programming model which part of arvM implementation are the most limiting

On each platform, th&vMm also requires a platform spe-in terms of flexibility and computation efficiency. Finallye
cific software layer to access the hardware. Thrisy has discuss different possibilities to cope with these hardhisoi
a role of mapping the bytecode (functional view) on thand propose further improvements to Gwm.
hosting platform (system view). In this section, we _sho% Experimental Setup
how telecom components are controlled by the. This i .
control is done with four basievm primitives explained here- _ We used two different test benches for our experiments.
after: RVM_ALLOCATE, RVM_CONFIGURE, RVM_CONNECT, The first test bench, presented in section VI-Al, highlights
andrRVM WAIT. the cost of component reconfiguration with and withaut/.

In addition to the hardware components, we defined a wa{€ second test bench (section VIIA2) shows the performsance

to program a telecom algorithm in software, we refer to R the system when th&vm is used to access and do
as software componensoftware components give the abilitycOmputations on the stream of data. This latter case is used
to program new telecom components if they are not avalf evaluate the overhead of the proposetil abstraction and
able on the platform. In our implementation, these softwafScuss its adequacy to a resbr application. _
components will be executed by tRewm, in a specific thread, 1) First test bench: single operator applicatiorthe first

with best effort performance. Instantiating this type dtware test bench (figur€l2) performerT operations on a variable
component consists in a POSIX thread creation. To realigdMber of data with three different configurations of soR

this feature we needed operating system scheduling servigdatform:

In our implementation, we have buittvm upon theeCos 1) in a native mode (fully optimized using Magali specific
highly configurable real-time operating system intended fo ~ mechanisms),

embedded systems ]14]. 2) using the previously describ&é¥m programming model
The RVM_ALLOCATE primitive instantiates a telecom com- without thevm interpretation layer(i.e. simply using
ponent and returns BANDLE required for the management RVM primitives), and

of the component. After that, thevm is able to configure 3) using the fullRvm concept Ym and programming
the component in order to make it ready for processing model).

(e.g., loading software code intbsp memory, IP registers Fast Fourier Transformr€T) is a common operation in
setting,...). signal processing. It is the central element of tiRx-OFDM
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Fig. 3. croestimation implementation: native implementation (camfégion
units of the Magali chip. To realize a#FT, the MagaliTRx- 1)
OFDM core must be supplied with a corresponding binary
conﬂguratl(_)n. In the na’qve programming model of Magal{ycle-accurateaRM1176]ZFS core VHDL model. cpu clock
(configuratiorl) theccc is used to sequentially execute the;S configured to run at 362.31MHz
same configuration in order to gxegute sevarls. In this 1) results of test bench 1First, we measured the total
case the CPU only needs configuring thRx-OFDM ONCE, gyacytion time for each implementation describe@ I VI-AL.

independently of the total number of computations. On th&q,,re[3 shows that the total execution time linearly degend
other hand with the propose’RvM programming model the | "ihe number of processed data.

main controller (the CPU software in configuratibh 2, the
VM in configuratioB) has to start computation and wait for FFT operator total execution time
an end-of-computation IT from th&rRX-OFDM at eachrrT 15
iteration (see figurgl2).

2) Second test bencheee802.11k cFo estimation and
correction: In telecommunication systems, Carrier Frequencyg ,,
Offset (CFO) refers to the carrier frequency mismatch betweeng
a transmitter and a receiver, due to hardware imperfections
This well-known phenomenon is usually dealt with ustrp
estimation and correction algorithms involvingn(), cos()
andarctan() functions. Hardware implementations often use
CORDIC IPs to efficiently handle these trigonometrical opera-=
tions.

Our second test bench implemenmtso estimation and
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correction for thelEEE802.114a protocol in pure software. In P —— prmows 1072
this standard, a known sequence made of a short and a long N data it
preamble is sent by the transmitter. The receiver first egém Fig. 4. Simulated total execution time

the crFo coarsely by comparing the received short preambleto ) )

its theoretical values, then corrects data of the long pbéam USing linear regression algorithm we can model the three
and proceeds with a second, more precise, estimation of &ves by the linear functiop = ax +b wherex is the number
remainingCFo error. of data flit to be processed apdhe simulated execution time.

Native implementation of this algorithm on Magali relies orff'uPles of parameter@, b) are listed in the following table:

a complexsME micro-code that enables synchronization with TABLE II
the ARM processor. TheME sends an IT when data is ready OVERHEAD REGRESSION PARAMETERS
to be used by thecpu for computation. The latter “wakes

; =T
up” the sME when data has been properly processed (see m%fgentat'on modg a(@ss‘gzti ) bgrrﬁ)
figure[3). Implementa‘gion_s with threvM programming model RVM prog model 1996=5 163
use theRVM_WAIT primitive to synchronize the controller Full RvM 6.98¢ 0 4.87

with the dataflow. A second cpu thread is responsible for the
computation, either in a nativerm format (configuratioril2)

or using a second/M instance that executes Lua bytecodgi
(configuratiorB).

Although the behaviour of the three configuration are quite
milar, they correspond to very different repartitionstbé
time spent. To explain that we have represented in fifilire 5
the chronograms of work load of thepu and of therrT IP
for each configuration

The experiments described in the following paragraphs haves For configuration 1 (native mode, (a) in figute 5), the
been realized on the Magali chip simulation platform with a complex Magali configuration sequences mentioned in

B. Results
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Fig. 6. Decomposition of the time spent in test bench 1 for ttivee
configurations

section[IV are used. This permits to have a single IT

signal, no matter how many data are processed. This also

permit to overlap communication and computation in the 2) IEEE802.1% cFo estimation: Figure[J shows the total
FFT IP. Once, initialization of thecpu is done, the time execution times for the three implementations. We notice an

is spent in therFT computation, hence we have: increasing overhead in processing time with each added. laye
(native ~ AFFT, Simulated total execution time for different implementations
18
where arer is the time to process one data flit. (see 7 || cro-compuaton |
. 16 CPU-CTRL s
Fig.H(a)). e

For configuration 2gvm API, (b) in figurel®), the IT has
to be sent at the end of eacl®T computation, hence
computation and communication cannot be overlappe
which lead to a a total computation time Bf;m model =

N * (tioad + trrT + tsend+ trestan) fOr N FFT. wheretjgaq,
resp.tsens iS the necessary time for data to enter, resp.
leave, theTRX-OFDM, and testart iS the time needed to
restart a computation when an IT is received by ¢ire

or, equivalently: vy %5 %

1, ,
S (7
2 %

e&on time (ms)
-
o

Simulated total ex

a e tioad + fsend+ trestart+ a
rvm_api SiZQ:FT FFT,
For configuration 3 (fullrvm, (c) in figure[®), the time
spent iNnRVM primitive is more important than the time

spent for executing therT on the IP. Hence the slope. Ilf Wte. do not take |n|to zéc%our:tgse _twy:_e lgpefnt n I:leeu ;.m;j
afu_vm Of the line on figurd4 is only dependent of thé'a izations (program load, boot, initialization, gtwe fin

time spent in the/u. thatrRvM programming model implementation has approxima-
tively 25% overhead compared to the native implementation,
il o & L‘waiu_T + trestan, whereas fulRvm implement_ation is approxi_matively 6.5 times
- Siz@er slower thanrvM programming model version.

wheretuai i is the time needed by them to switch to The program size for each implementation case are detailed
IT-Waiting_state This case clearly illustrates the cost dp the table[1D.

Implementation modes

Fig. 7. CFO application execution phases

interpretation in the context of am. TABLE Il
Figure[® shows the time spent by tleeu in the different PROGRAMS SIZES
program phases (initialisation, configuration of the IRgid _
state, etc.) for the three configuration. This figure confirm 'mp'emsni?t'on mode Memggy(Kb)
- . . . ative
our anal_y5|s. in the fulRvm conflguratlon_, thecpu is never RV prog mode] o3
idle, which clearly shows that, in our implementation, the Eull RVM 508

performance of thevm itself is a limiting factor for the

performance of the global system.



C. Discussion

RVM-primitive
Call

Radio computations
(lua_cos, lua_atan, lua_mathlib)

It is interesting to study preciselwherethe computation
time overhead comes from. We distinguish two types of

&) )
L4

overhead which results in an increase in processing time and
in memory required by theDR program to be executed. The

RVM-primitive
native
implementation

a( (@ AN\
AN\
cos — — ..

atan

interpretation cost for our Luam consists in) function calls:
the name of the called function, hashed at compile time,asl us
to retrieve its native address, afnig transcoding native-format

a) RVM computation scheme

data from the dataflow into Lua format when tRem has to
handle computations on the dataflow.

RVM-primitive
Call

Radio computations

(lua_cos, lua_atan, lua_mathlib)

Figure[®(a) shows that thevm version ofcrFo estimation
algorithm is a particularly bad case in terms of interpiietat
overhead, sincé) RvM performs repetitive calls to trigono-

metric functions implemented in native code, aigdatato _ _ _ _ _ _ _ _ s i

Ahead of time compiler /
Binary Translation

be processed comes from the dataflow and requires to b
transcoded into Lua format before and after each functior

RVM-primitive
native
implementation

call. TableIV gives a tentative decomposition of the overhe
induced by the softwarevm implemented here.

TABLE IV
RVM CONCEPT OVERHEAD COMPARED TO NATIVE IMPLEMENTATIONE
ne comprend pas ce que veut dire Interpret. call et
Interpret. comput.de plus le 200Kb ne colle pas avec
les chiffres donrés plus haut

cos

>

- —_

LUA bytecode
executed by LUA VM

C native code
executed by native
CPU

(1) matching lua function call to function implementation + data transcoding (from lua to native)
(2) native function returns + data transcoding (from native to Lua)

LUA bytecode

> executed by LUA VM

C native code

* > executed by native

CPU

b) RVM computation scheme with Binary Translation

Fig. 8.

Binary translation applied to a radio program

extract the sequencing of configurations to be mapped on each
unit and generatecc configurations.
Although this ahead of time binary translation or recompi-

Overhead type memory cpu time

Adaptation +1 Kb ~2 times slower
Interpret. call +200 Kb | ~3 times slower
Interpret. comput. ~7 times slower

lation adds an extra cost for ttevM architecture, it really
enables download time optimization and specializatiorhef t
portable bytecode. This step is mandatory to take advantage

of specific hardware features provided by platform desiginer
This overhead could be reduced using advanced on @ strongly expect from such optimisations to highly reduce

fly compilation techniques (Just-In-Time compilatiamr). In

the cost of the adaptation layer.

these classicalm techniques the bytecode is compiled into In all cases memory required by programs implementing
native bytecode just when its execution is requested fofitste the Rvm will be higher than a native implementation. this is
time. It is claimed in[[15] that withuiT on x86 architectures, due to the extra code of thew engine and the additive pro-
a Lua program runs 5 times faster. We can expect rouglgygmming model libraries. Nevertheless, solutions likeleco
similar improvements on arM cpPu. This “conventionalit ~ dynamic loading (import required libraries on demand) doul
techniques could be adapted to spedifis1 context, as shown be experimented to reduce the amount of required memory.

in Fig. @(b): by using an ahead of time binary translation
step. A binary translation step requires a static analyfsibeo
code prior to its execution to generate native binary pnogra
that can be made independent of tkem execution loop.
Translating data access code and data transcoding froken
to vm format and vice-versa may be avoided and the seque
of calls may be natively realized.

On top of the arithmetical code execution time performance
hit, our specific implementation of thevm on the Magali
chip does not take advantage of the hardware mechanisms
provided by theccc. These configuration registers can be
used to sequence the configurations locally within a computi
unit and minimize the control overhead from tRgm. The
availability of these configuration registers cannot beetak
for granted in a portable bytecode and are not included in
the language. An ahead of time preprocessing of the bytecode
using static analysis and an optimization framework initigd
resource allocation and configuration patterns could be a
solution to enhance performance. The preprocessor should

b

Radio Virtual
Machine

Platform X

Native
Code
Store

Bytecode Bytecode

Bytecode W
Repository

Local
Bytecode|

‘ Store

Binary
Translator

. SDRplatformY.com

Radio Virtual
Machine

Platform Y

Modified bytecode +
native configurations
(Platform Y specific)

PHY Protocols
(Written in PHY layer description language)

|802.11abl |862.16B|

| BGPP/LTEBI

Fig. 9. RVM use case



VIl. CONCLUSION

The different experiments introduced in this paper allogvs t
evaluate the overheads due to them concept. The first one
is the necessary adaptation layer betweenRtaet abstract

model, which intends to be generic, and the native executiBal

model of the platform, which often targets performance. As
a consequence a naiwev runtime cannot benefit from any

optimized hardware mechanism specific to the model of eit2]

ecution of the platformvm optimizations to take advantage

of such platform accelerators may reduce this overhead, at
the expanse of possibly intricated specific development,(e.[13]
bytecode preprocessing), but that only needs to be done once

The second limitation of theRvM compared to native

development is a costly interpretation overhead, as shownl34]

section[VIz=B2. This is particularly true when thevm has
to proceed with computations on the flow of data. Classical

VM techniques, such as “Just In Time” compilation, possibl6]

adapted to the specific context Bfm, would greatly reduce
this overhead, as would also a dedicated hardware bytecode bec. 2005.
interpretor.

As a conclusion, even if our implemented softwarem
does not meet the hard real time constraints of 3/4G as isis, i

adequacy to describe advanced telecommunication stadard

is proven and several optimizations, starting witit, are
still to be developed to check wether sufficient performance
can be achieved. Also ac®rLTE waveform is currently
being ported torvM in order to set it against more complex
telecommunication standard.

(1]

(2]

(3]

(4]

(5]

(6]
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